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Abstract

Extracting knowledge and providing insights into complex mechanisms underlying noisy high-dimensional data sets is of utmost importance in many scientific domains. Statistical modeling has become ubiquitous in the analysis of high-dimensional functional data in search of better understanding of cognition mechanisms, in the exploration of large-scale gene regulatory networks in hope of developing drugs for lethal diseases, and in prediction of volatility in stock market in hope of beating the market. Statistical analysis in these high-dimensional data sets is possible only if an estimation procedure exploits hidden structures underlying data.

This thesis develops flexible estimation procedures with provable theoretical guarantees for uncovering unknown hidden structures underlying data generating process. Of particular interest are procedures that can be used on high-dimensional data sets where the number of samples $n$ much smaller than the ambient dimension $p$. Learning in high-dimensions is difficult due to the curse of dimensionality, however, the special problem structure makes inference possible. Due to its importance for scientific discovery, we put emphasis on consistent structure recovery throughout the thesis. Particular focus is given to two important problems, semi-parametric estimation of networks and feature selection in multi-task learning.
1 Introduction

In recent years, we have witnessed fast advancement of data-acquisition techniques in many areas, including biological domains, engineering and social sciences. As a result, new statistical and machine learning techniques are needed to help us develop a better understanding of complexities underlying large, noisy data sets.

Statistical inference in high-dimensions is challenging due to the curse of dimensionality. What makes the inference possible is that many real world systems have a special structure that can be represented with a much smaller number of parameters than the dimension of the ambient space. Even when a system cannot be represented exactly with few parameters, there are still good approximations that use few parameters and useful in providing insights into the system. This concept of parsimony commonly occurs in a number of scientific disciplines.

The main goal of this thesis is to develop flexible and principled statistical methods for uncovering hidden structure underlying high-dimensional, complex data sets with focus on scientific discovery. This thesis is naturally divided into two parts. In the first part, we focus on learning structure of time varying latent networks from nodal observations. The second part of the thesis focus on exploiting structure in multi-task learning.

1.1 Network Structure Estimation

Across the sciences, networks provide a fundamental setting for representing and interpreting information on the state of an entity, the structure and organization of communities, and changes in these over time. Traditional approaches to network analysis tend to make simplistic assumptions, such as assuming that there is only a single node or edge type, or ignoring the dynamics of the networks. Unfortunately, these classical approaches are not suitable for network data arising in contemporary applications. Modern network data can be large, dynamic, heterogeneous, noisy and incomplete. These characteristics add a degree of complexity to the interpretation and analysis of networks.

As a motivating example, let us consider estimation of cellular networks in systems biology. Studying biological networks is a difficult task, because in complex organisms, biological processes are often controlled by a large number of molecules that interact and exchange information in a spatial-temporally specific and context-dependent manner. Current approaches to studying biological networks have primarily focused on creating a descriptive analysis of macroscopic properties, which include degree distribution, path length and motif profiles of the networks, or using graph mining tools to identify clusters and subgraphs. Such simple analysis offer limited insights into the remarkably complex functional and structural organization of a biological system, especially in a dynamic context. Furthermore, it is often common to completely ignore the dynamic context in which the data are collected. For example, in the analysis of microarray data collected over a time course it is common to infer a single static gene network. As a solution to this problem, we develop a flexible framework
for inferring dynamic networks.

In this thesis, we develop flexible statistical procedures with rigorous theoretical guarantees for inferring unobservable dynamic network structure from nodal observations that are governed by the latent network. In particular, we build on the formalism of probabilistic graphical models in which we cast the problem of network learning as the problem of learning a graph structure from observational data. We develop methods for learning both undirected and directed graphical models. These estimation methods are developed for both gradually changing networks and networks with abrupt changes. Furthermore, we go beyond analysis of dynamic systems only. Methods that are developed can be also used to learn conditional covariance structures, where a network depends on some other observed random variables.

Analysis of network data is an important problem in a number of disciplines [see, e.g., Kolaczyk, 2009, for a textbook treatment of the topic]. However, these methods assume availability of network structure for performing a statistical analysis. In this thesis, we develop techniques that learn network structure from only nodal observations. Once a network structure is learned, any of the existing network analysis tools can be used to further investigate properties of the underlying system. Therefore, this thesis makes significant progress in advancing the boundary of what problems can be tackled using well developed network analysis tools.

1.2 Multi-task Learning

It has been empirically observed, on various data sets ranging from cognitive neuroscience Liu et al. (2009) to genome-wide association mapping studies Kim et al. (2009), that considering related estimation tasks jointly, improves estimation performance. Because of this, joint estimation from related tasks or multi-task learning has received much attention in the machine learning and statistics community.

In this thesis, we focus on a particular form of multi-task learning, in which the problem is to estimate the coefficients of several multiple regressions

\[ y_j = X_j \beta_j + \epsilon_j, \quad j \in [k] \tag{1} \]

where \( X_j \in \mathbb{R}^{n \times p} \) is the design matrix, \( y_j \in \mathbb{R}^n \) is the vector of observations, \( \epsilon_j \in \mathbb{R}^n \) is the noise vector and \( \beta_j \in \mathbb{R}^p \) is the unknown vector of regression coefficients for the \( j \)-th task, with \( [k] = \{1, \ldots, k\} \).

Under the model in (1), we focus on variable selection under the assumption that the same variables are relevant for different regression problems. We sharply characterize the performance of different penalization schemes on the problem of selecting the relevant variables. Casting the problem of variable selection in the context of the Normal means, we are able to sharply characterize the sparsity patterns under which the Lasso procedure performs better than the group Lasso. Similarly, our results characterize how the group Lasso can perform better when each non-zero row is dense.
Next, we focus on efficient algorithms for screening relevant variables under the multi-task regression model. In particular, we analyze forward regression and marginal regression, which are extremely efficient in ultra-high dimensions. Common tool for variable selection in multi-task regression problems is the penalized least squares procedure, where the penalty biases solution to have many zero coefficients. Though efficient algorithms for these objectives exist, they still do not scale to million of input variables. Therefore, screening procedures are extremely useful for initial reduction of the dimensionality.

**Part I**

**2 Network structure learning**

Network models have become popular as a way to abstract complex systems and gain insights into relational patterns among observed variables. For example, in a biological study, nodes of the network can represent genes in one organism and edges can represent associations or regulatory dependencies among genes. In a social domain, nodes of a network can represent actors and edges can represent interactions between actors. Recent popular techniques for modeling and exploring networks are based on the structure estimation in the probabilistic graphical models, specifically, Markov Random Fields (MRFs). These models represent conditional independence between variables, which are represented as nodes. Once the structure of the MRF is estimated, the network is drawn by connecting variables that are conditionally dependent. The hope is that this graphical representation is going to provide additional insight into the system under observation, for example, by showing how different parts of the system interact.

In this part, we will focus on two types of Markov Random Fields: the Ising model, which represents a typical discrete MRF, and the Gaussian graphical model, which is a typical continuous MRF. We focus on these two models because they can be fully specified just with the first two moments. Even though they are quite simple, they are rich enough to be applicable in a number of domains, as we will see later, and they also provide an opportunity to succinctly present theoretical results. A statistical challenge in the framework of Markov Random Fields is to estimate reliably the graph structure from an observed sample.

**2.1 Preliminaries**

Let $G = (V, E)$ represent a graph, of which $V$ denotes the set of vertices, and $E$ denotes the set of edges over vertices. Depending on the specific application of interest, a node $u \in V$ can represent a gene, a stock, or a social actor, and an edge $(u, v) \in E$ can represent a relationship (e.g., correlation, influence, friendship) between actors $u$ and $v$. Let $X = (X_1, \ldots, X_p)'$, where $p = |V|$, be a random vector of nodal states following a probability distribution indexed by $\theta \in \Theta$. Under a MRF, the nodal states $X_u$ ’s are assumed to be
either discrete or continuous and the edge set $E \subseteq V \times V$ encodes certain conditional independence assumptions among components of the random vector $X$, for example, the random variable $X_u$ is conditionally independent of the random variable $X_v$ given the rest of the variables if $(u, v) \notin E$. We focus on two types of MRFs: the Ising model and the Gaussian graphical models. We specify their forms below.

The Ising model arises as a special case of discrete MRFs, where each node takes binary nodal states. That is, under the Ising model, we have $X_u \in \mathcal{X} \equiv \{-1, 1\}$, for all $u \in V$ and the joint probability of $X = x$ can be expressed by a simple exponential family model:

$$P_\theta(x) = \frac{1}{Z} \exp\{\sum_{u<v} \theta_{uv}x_u x_v\}$$

where $Z$ denotes the partition function that is usually intractable to compute and the weight potentials are given by $\theta_{uv}$ for all $(u, v) \in E$. Under the Ising model, the model is completely defined by the vector of parameters $(\theta_{uv})_{(u, v) \in V \times V}$. Furthermore, the parameters specify the graph structure, that is, we have that $\theta_{uv} = 0$ for all $(u, v) \notin E$.

The Gaussian graphical models will be used as the simplest continuous MRF as the probability distribution under the GGM can be fully specified with the first two moments. Let $X \sim N(0, \Sigma)$ be a $p$-dimensional multivariate Gaussian random variable with mean zero and covariance $\Sigma$. Let $\Omega \doteq \Sigma^{-1}$ be the precision matrix. The $(a, b)$-element, $\omega_{ab}$, of the precision matrix is proportional to the partial correlation between random variables $X_a$ and $X_b$, the $a$th and $b$th component of $X$. Therefore $X_a$ is conditionally independent of $X_b$ given the rest of variables if and only if $\omega_{ab} = 0$. Again, this conditional dependence will be represented with a graph $G = (V, E)$, where the set of nodes $V$ corresponds to the components of the random vector $X$ and the edge set $E \subseteq V \times V$ includes edges between nodes only if the corresponding components are conditionally dependent, that is, an edge $e_{ab} \in E$ only if $\omega_{ab} \neq 0$. For a monograph on the Gaussian graphical models see Lauritzen [1996].

2.2 Literature Survey

The problem of learning conditional independence structure between random variables have been addressed extensively in the literature. Dempster [1972] identified the elements of the precision matrix as the canonical parameters of the exponential family of normal distributions. He also introduced the problem of covariance selection, in which one estimates covariance matrix by selecting zeros in its inverse. The work was done in the classical setting where $p$ is smaller than $n$, however, when $p$ is larger that $n$, the problem of identifying zeros in the precision matrix does not easily reduce to a hypothesis testing problem. In the seminal work, Meinshausen and Bühlmann [2006] relate the problem to variable selection in linear regression. Leveraging the lasso [Tibshirani, 1996] they efficiently estimate the non-zero pattern of the precision matrix. Another popular technique for estimating sparse precision matrix is based on $\ell_1$-norm penalized maximum likelihood [Yuan and Lin, 2007]. Due to its
importance, the problem of covariance selection has drawn a lot of follow up work in both the machine learning and statistical community, which has led to remarkable progress in both computational [Banerjee et al., 2008, Friedman et al., 2008b, Hsieh et al., 2011, Duchi et al., 2008] and statistical issues [Ravikumar et al., 2008, Rothman et al., 2008, Fan et al., 2009b, Peng et al., 2009, Cai et al., 2011, 2010]. Other ways of estimating the covariance matrix in high-dimensions include Bickel and Levina [2008b], Bickel and Levina [2008a], Karoui [2008], and Wu and Pourahmadi [2009].

In the case of discrete MRFs, direct maximization of the log-likelihood is not tractable. Ravikumar et al. [2009] use a surrogate function which decomposes across different nodes and as a result can be maximized efficiently. Other work on graph structure estimation in discrete MRFs include score based searches [Srebro, 2001, Chow and Liu, 1968], which are limited to restricted classes of graphs due to the combinatorial explosion of the search space of graphs [Chickering, 1996], minimizing the Kullback-Leibler divergence [Abbeel et al., 2006] and other pseudo-likelihood methods [Bresler et al., 2008, Csiszar and Talata, 2006].

Almost all of the work have been driven by the simplifying assumption of static network structure. In the next few sections, we discuss more flexible estimation schemes.

3 Time Varying Networks

Prior to our work, literature mainly focused on estimating a single static network underlying a complex system. However, in reality, many systems are inherently dynamic and can be better explained by a dynamic network whose structure evolves over time. We develop statistical methodology of dealing with the following real world problems:

- **Analysis of gene regulatory networks.** Suppose that we have a set of $n$ microarray measurements of gene expression levels, obtained at different stages during the development of an organism or at different times during the cell cycle. Given this data, biologists would like to get insight into dynamic relationships between different genes and how these relations change at different stages of development. The problem is that at each time point there is only one or at most a few measurements of the gene expressions; and a naive approach to estimating the gene regulatory network, which uses only the data at the time point in question to infer the network, would fail. To obtain a good estimate of the regulatory network at any time point, we need to leverage the data collected at other time points and extract some information from them.

- **Analysis of stock market.** In a finance setting, we have values of different stocks at each time point. Suppose, for simplicity, that we only measure whether the value of a particular stock is going up or down. We would like to find the underlying transient relational patterns between different stocks from these measurements and get insight into how these patterns change over time. Again, we only have one measurement at
each time point and we need to leverage information from the data obtained at nearby
time points.

- **Understanding social networks.** There are 100 Senators in the U.S. Senate and each
can cast a vote on different bills. Suppose that we are given \( n \) voting records over some
period of time. How can one infer the latent political liaisons and coalitions among
different senators and the way these relationships change with respect to time and with
respect to different issues raised in bills just from the voting records?

The aforementioned problems have commonality in estimating a sequence of time-specific
latent relational structures between a fixed set of entities (i.e., variables), from a time series
of observation data of entities states; and the relational structures between the entities are
time evolving, rather than being invariant throughout the data collection period.

### 3.1 Estimation Framework

In the following few section, we will assume that we are given a sequence of observations \( \mathcal{D}_n = \{ x_t \sim P(t) | t \in T_n \} \) where \( T_n \) is an index set. The goal is to estimate the parameters or more
specifically conditional independence assumptions encoded by the sequence of probability
distributions \( \{P(t)\}_t \). We will use the estimation procedures of the form

\[
\arg \min_{\theta} L(D_n; \theta) + \text{pen}_\lambda(\theta) \tag{2}
\]

where \( L(\cdot; \theta) \) is the convex loss function, \( \text{pen}_\lambda(\cdot) \) is the regularization term and \( \lambda \) is a tuning
parameter. The first term in the objective is measuring the fit to data, while the second one
measures the complexity of the model. The regularization term is used to encode some prior
assumptions about the model, e.g., sparsity of the graph structure or the way the graph
structure changes over time. The loss functions that is used will be problem specific. For
example, in the case of the Gaussian graphical models, we will use the negative log-likelihood,
while in the case of discrete MRFs a surrogate to the negative log-likelihood will be used. In
the next few sections, we will specialize the objective (2) to different estimation procedures.

### 3.2 Related Work

The work of Zhou et al. [2008] is the most relevant to our work on time varying networks, in
which the authors develop a nonparametric method for estimation of time-varying Gaussian
graphical model, under the assumption that the observations \( x^t \sim \mathcal{N}(0, \Sigma^t) \) are independent,
but not identically distributed, realizations of a multivariate distribution whose covariance
matrix changes smoothly over time. In Zhou et al. [2008], the authors address the issue of
consistent, in the Frobenius norm, estimation of the covariance and concentration matrix,
however, the problem of consistent estimation of the non-zero pattern in the concentration
matrix, which corresponds to the graph structure estimation, is not addressed there. Note
that the consistency of the graph structure recovery does not immediately follow from the consistency of the concentration matrix.

4 Smoothly Evolving Discrete Markov Random Fields (completed)

In this section, we discuss estimation of discrete MRFs when observations are coming from a smoothly changing probability distribution.

4.1 Model

We are given a sequence of $n$ nodal states $D_n = \{x^t \sim P_{\theta} | t \in T_n \}$, with the time index defined as $T_n = \{1/n, 2/n, \ldots, 1\}$. For simplicity of presentation, we will assume that the observations are equidistant in time and only one observation is available at each time point from distribution $P_{\theta}$ indexed by $\theta^t$. Specifically, we assume that the $p$-dimensional random vector $X^t$ takes values in $\{-1, 1\}^p$ and the probability distribution takes the following form:

$$P_{\theta^t}(x) = \frac{1}{Z(\theta^t)} \exp \left( \sum_{(u,v) \in E^t} \theta^t_{uv} x_u x_v \right), \quad \forall t \in T_n,$$  \hspace{1cm} (3)

where $Z(\theta^t)$ is the partition function, $\theta^t \in \mathbb{R}^{(2)}$ is the parameter vector and $G^t = (V, E^t)$ is an undirected graph representing certain conditional independence assumptions among subsets of the $p$-dimensional random vector $X^t$. For any given time point $\tau \in [0, 1]$, we are interested in estimating the graph $G^\tau$ associated with $P_{\theta^\tau}$, given the observations $D_n$.

Since we are primarily interested in a situation where the total number of observation $n$ is small compared to the dimension $p$, our estimation task is going to be feasible only under some regularity conditions. We impose two natural assumptions: the sparsity of the graphs $\{G^t\}_{t \in T_n}$, and the smoothness of the parameters $\theta^t$ as functions of time. Intuitively, the smoothness assumption is required so that a graph structure at the time point $\tau$ can be estimated from samples close in time to $\tau$. On the other hand, the sparsity assumption is required to avoid the curse of dimensionality and to ensure that a the graph structure can be identified from a small sample.

The model given in Eq. (3) can be thought of as a nonparametric extension of conventional MRFs, in the similar way as the varying-coefficient models [Cleveland, Grosse, and Shyu, 1991, Hastie and Tibshirani, 1993] are thought of as an extension to the linear regression models. The difference between the model given in Eq. (3) and an MRF model is that our model allows for parameters to change, while in MRF the parameters are considered fixed. Allowing parameters to vary over time increases the expressiveness of the model, and make it more suitable for longitudinal network data.
4.2 Estimation Procedure

Given a time point $\tau \in [0, 1]$ and a sequence of observations $\mathcal{D}_n = \{x_t^i \sim \mathbb{P}_{\theta^i} | t \in \mathcal{T}_n\}$ with $\mathbb{P}_{\theta^i}$ defined Eq. (3), the goal is to estimate the graph structure of the Markov random field associated with the distribution $\mathbb{P}_{\theta^i}$. The parameter vector $\theta^i$ is a $(\frac{n^2}{2})$-dimensional vector, indexed by distinct pairs of nodes, of which an element is non-zero if and only if the corresponding edge $(u, v) \in E^\tau$. The problem of recovering the graph structure $G^\tau$ is equivalent to estimating the non-zero pattern of the vector $\theta^i$, i.e., locations of non-zero elements of $\theta^i$. A stronger notion of structure estimation is that of signed edge recovery in which an edge $(u, v) \in E^\tau$ is recovered together with the sign of the parameter $\text{sign}(\theta^i_{uv})$. We will show that the estimation procedure can consistently recover signed edges.

The estimation procedure is based on the neighborhood selection technique, where the graph structure is estimated by combining the local estimates of neighborhoods of each node. For each vertex $u \in V$, define the set of neighboring edges $S^\tau(u) := \{(u, v) : (u, v) \in E^\tau\}$ and the set of signed neighboring edges $S^\tau_{\pm}(u) := \{\text{sign}(\theta^i_{uv}), (u, v) : (u, v) \in S^\tau(u)\}$. The set of signed neighboring edges $S^\tau_{\pm}(u)$ can be determined from the signs of elements of the $(p - 1)$-dimensional subvector of parameters $\theta^i_u := \{\theta^i_{uv} : v \in V \setminus u\}$ associated with vertex $u$. Under the model (3), the conditional distribution of $X^\tau_u$ given other variables $X^\tau_{\setminus u} := \{X^\tau_v : v \in V \setminus u\}$ takes the form

$$
\mathbb{P}_{\theta^i}(x^\tau_u | X^\tau_{\setminus u}) = \frac{\exp(2x^\tau_u(\theta^i_u, x^\tau_{(u)}) - \theta^i_u)}{\exp(2x^\tau_u(\theta^i_u, x^\tau_{(u)}) + 1}, \tag{4}
$$

where $\langle a, b \rangle = a^t b$ denotes the dot product. Observe that the model given in (4) can be viewed as expressing $X^\tau_u$ as the response variable in the generalized varying-coefficient models with $X^\tau_{\setminus u}$ playing the role of covariates. For simplicity, we will write $\mathbb{P}_{\theta^i}(x^\tau_u | X^\tau_{\setminus u})$ as $\mathbb{P}_{\theta^i}(x^\tau_u | x^\tau_{(u)})$.

Under the model given in Eq. (4) the log-likelihood, for one data-point $t \in \mathcal{T}_n$, can be written in the following form:

$$
\gamma(\theta_u; x^t) = \log \mathbb{P}_{\theta_u}(x^\tau_u | x^\tau_{(u)}) = x^\tau_u(\theta_u, x^\tau_{(u)}) - \log \left(\exp(\langle \theta_u, x^\tau_{(u)} \rangle) + \exp(-\langle \theta_u, x^\tau_{(u)} \rangle)\right). \tag{5}
$$

For an arbitrary point of interest $\tau \in [0, 1]$, the estimator $\hat{\theta}^\tau_u$ of the sign-pattern of the vector $\theta^i_u$ is defined as the solution to the following convex program:

$$
\hat{\theta}^\tau_u = \min_{\theta_u \in \mathbb{R}^{p-1}} \{\ell(\theta_u; \mathcal{D}_n) + \lambda_n ||\theta_u||_1\} \tag{6}
$$

where $\ell(\theta_u; \mathcal{D}_n) = -\sum_{t \in \mathcal{T}_n} w^\tau_t \gamma(\theta_u; x^t)$ is the weighted logloss, with weights defined as

$$
w^\tau_t = \frac{K_h(t - \tau)}{\sum_{t' \in \mathcal{T}_n} K_h(t' - \tau)} \tag{7}
$$

where $K_h$ is the kernel function.
Algorithm 1 Graph structure estimation

**Input**: Dataset $D_n$, time point of interest $\tau \in [0,1]$, penalty parameter $\lambda_n$, bandwidth parameter $h$

**Output**: Estimate of the graph structure $\hat{G}^\tau$

1: for all $u \in V$ do
2: Estimate $\hat{\theta}_u$ by solving the convex program (6)
3: Estimate the set of signed neighboring edges $\hat{S}_u^\tau(u)$ using (7)
4: end for
5: Combine sets $\{\hat{S}_u^\tau(u)\}_{u \in V}$ to obtain $\hat{G}^\tau$.

and $K_h(\cdot) = K(\cdot/h)$ is a symmetric nonnegative kernel. The regularization parameter $\lambda_n \geq 0$ is specified by a user and controls the sparsity of the solution. The program (6) is convex and a minimum over $\theta_u$ is always achieved, as the problem can be cast as a constrained optimization problem over the ball $||\theta_u||_1 \leq C(\lambda_n)$ and the claim follows from the Weierstrass theorem.

Let $\hat{\theta}_u^\tau$ be a minimizer of (6). The convex program (6) does not necessarily have a unique optimum, but as we will prove shortly, in the regime of interest any two solutions will have non-zero elements in the same positions. Based on the vector $\hat{\theta}_u^\tau$, we have the following estimate of the signed neighborhood:

$$\hat{S}_u^\tau(u) := \left\{ \left(\text{sign}(\hat{\theta}_{uv}^\tau), (u,v) \right) : v \in V \setminus u, \hat{\theta}_{uv}^\tau \neq 0 \right\}.$$ (7)

The structure of graph $G^\tau$ is consistently estimated if every signed neighborhood is recovered, i.e. $\hat{S}_u^\tau(u) = S_u^\tau(u)$ for all $u \in V$. A summary of the algorithm is given in Algorithm 1.

The convex program (6), can be solved using any general optimization solver. One particularly fast algorithm, based on the coordinate-wise descent method, for this type of a problem is described in Friedman, Hastie, and Tibshirani [2008a] and implemented as the R package glmnet. Note that the algorithm provides only an estimate of the graph structure at time point $\tau$ and in order to get insight into the dynamics of the graph changes, one needs to estimate the graph structure at multiple time points. Typically, in a real application task, one is interested in estimating $G^\tau$ for all $\tau \in T_n$.

4.3 Theoretical results

Under suitable conditions it is possible to show that Algorithm 1 consistently recovers the graph structure, that is

$$\mathbb{P}[\forall u \hat{S}_u^\tau(u) = S_u^\tau(u)] \xrightarrow{n \to \infty} 1,$$

the property known as *sparsistency*. We are interested in the high-dimensional case, where the dimension $p = p_n$ is comparable or even larger than the sample size $n$. It is of great interest to understand the performance of the estimator under this assumption, since in many
real world scenarios the dimensionality of data is large. Our analysis is asymptotic and we consider the model dimension $p = p_n$ to grow at a certain rate as the sample size grows. This essentially allows us to consider more “complicated” models as we observe more data points. Another quantity that will describe the complexity of the model is the maximum node degree $s = s_n$, which is also considered as a function of the sample size. Under the assumption that the true-graph structure is sparse, we will require that the maximum node degree is small, $s \ll n$. The main result describes the scaling of the triple $(n, p_n, s_n)$ under which the estimation procedure given in the previous section estimates the graph structure consistently. Another important quantity, appearing in the statement, is the minimum value of the parameter vector that is different from zero $\theta_{\min} = \min_{(u,v) \in E} |\theta_{uv}|$. Intuitively, the success of the recovery should depend on how hard it is to distinguish the true non-zero parameters from noise.

**Theorem 1.** Under a suitable technical conditions (which can be found in Kolar and Xing [2009]), Algorithm 1 with the regularization parameter that satisfy

$$\lambda_n \geq C_0 \frac{\sqrt{\log p}}{n^{1/3}}$$

for a constant $C > 0$ independent of $(n, p, s)$ is used to estimate the graph structure. Assume that the following conditions hold:

1. $h = O(n^{-\frac{1}{3}})$
2. $s = o(n^{1/3})$, $\frac{s^3 \log p}{n^{2/3}} = o(1)$
3. $\theta_{\min} = \Omega(\sqrt{s \log p n^{1/3}})$.

Then for a fixed $\tau \in [0, 1]$ the estimated graph $\hat{G}_\tau(\lambda_n)$ obtained through neighborhood selection satisfies

$$\mathbb{P} \left[ \hat{G}_\tau(\lambda_n) \neq G_\tau \right] = O \left( \exp \left( -C_n \frac{n^{2/3}}{s^3} + C' \log p \right) \right) \to 0,$$

for some constants $C', C''$ independent of $(n, p, s)$.

This theorem guarantees that Algorithm 1 asymptotically recovers the sequence of graphs underlying all the nodal-state measurements in a time series, and the snapshot of the evolving graph at any time point during measurement intervals, under appropriate regularization parameter $\lambda_n$ as long as the ambient dimensionality $p$ and the maximum node degree $s$ are not too large, and minimum $\theta$ values do not tend to zero too fast.

In order to obtain insight into the network dynamics one needs to estimate the graph structure at multiple time points. A common choice is to estimate the graph structure for every $\tau \in T_n$ and obtain a sequence of graph structures $\{\hat{G}_\tau\}_{\tau \in T_n}$. We have the following immediate consequence of Theorem 3.
Corollary 2. Under the assumptions of Theorem 3, we have that
\[ \mathbb{P} \left[ \forall \tau \in \mathcal{T}_n : \hat{G}^\tau(\lambda_n) = G^\tau \right] \xrightarrow{n \to \infty} 1. \] (8)

4.4 Empirical results

The procedure described in the previous section was used to reverse engineer the gene regulatory networks of \textit{Drosophila melanogaster} from a time series of gene expression data measured during its full life cycle. Over the developmental course of \textit{Drosophila melanogaster}, there exist multiple underlying “themes” that determine the functionalities of each gene and their relationships to each other, and such themes are dynamical and stochastic. As a result, the gene regulatory networks at each time point are context-dependent and can undergo systematic rewiring, rather than being invariant over time. We used microarray gene expression measurements from Arbeitman et al. [2002] as our input data and we focused on 588 genes that are known to be related to developmental process based on their gene ontologies. Results were reported in Kolar et al. [2009a] and Song et al. [2009b].

5 Discrete Markov Random Fields With Jumps (completed)

In this section, we consider estimation of time-varying discrete Markov Random Fields that are not varying smoothly over time, but have structural changes.

5.1 Model

We are given a sequence of \( n \) nodal states \( \mathcal{D}_n = \{ \mathbf{x}^t \sim \mathbb{P}_{\theta^t} | t \in \mathcal{T}_n \} \), with the time index defined as \( \mathcal{T}_n = \{1/n, 2/n, \ldots, 1\} \). The probability distribution \( \mathbb{P}_{\theta^t} \) has the form given in (3). Unlike the previous section where the distribution was assumed to be changing smoothly over time, we assume that there are a number of change points at which the distribution generating samples changes abruptly. Formally, we assume that for each node \( u \), there is a partition \( \mathcal{B}_u = \{ 0 = B_{u,0} < B_{u,1} < \ldots < B_{u,k_u} = 1 \} \) of the interval \([0,1]\), such that each element of \( \theta^t_u \) is constant on each segment of the partition. At change points some of the elements of the vector \( \theta^t_u \) may become zero, while some others may become non-zero, which corresponds to a change in the graph structure. If the number of change points is small, i.e., the graph structure changes infrequently, then there will be enough samples at a segment of the partition to estimate the non-zero pattern of the vector \( \theta^t_u \).
5.2 Estimation Procedure

In this section, we give the estimation procedure of the non-zero pattern of \( \{ \theta^t \}_{t \in T_n} \) under the assumption that the elements of \( \theta^t_u \) are piecewise constant functions, with pieces defined by the partition \( B_u \). The estimation is performed node-wise. As opposed to the kernel smoothing estimator defined in Eq. (6), which gives the estimate at one time point \( \tau \), the procedure described below simultaneously estimates \( \{ \theta^t_u \}_{t \in T_n} \). The estimators \( \{ \hat{\theta}^t_u \}_{t \in T_n} \) are defined as a minimizer of the following convex optimization objective:

\[
\arg\min_{\theta^t_u \in \mathbb{R}^{p-1}, \, t \in T_n} \left\{ \sum_{t \in T_n} \gamma(\theta^t_u; \mathbf{x}^t) + \lambda_1 \sum_{t \in T_n} ||\theta^t_u||_1 + \lambda TV \sum_{v \in V \setminus u} TV(\{\theta^t_{uv}\}_{t \in T_n}) \right\}, \tag{9}
\]

where \( TV(\{\theta^t_{uv}\}_{t \in T_n}) := \sum_{i=2}^{n} |\theta^t_{uv} - \theta^{(i-1)/n}_{uv}| \) is the total variation penalty. We will refer to this approach of obtaining an estimator as TV. The penalty is structured as a combination of two terms. As mentioned before, the \( \ell_1 \) norm of the parameters is used to regularize the solution towards estimators with lots of zeros and the regularization parameter \( \lambda_1 \) controls the number of non-zero elements. The second term penalizes the difference between parameters that are adjacent in time and, as a result, the estimated parameters have infrequent changes across time. This composite penalty, known as the “fused” Lasso penalty, was successfully applied in a slightly different setting of signal denoising (e.g., Rinaldo [2009]) where it creates an estimate of the signal that is piecewise constant.

The optimization problem given in Eq. (9) is convex and can be solved using off-the-shelf interior point solver (e.g., the CVX package by Grant and Boyd [2008]). However, for large scale problems (i.e., both \( p \) and \( n \) are large), interior point method can be computationally expensive. Therefore, we propose a block-coordinate descent procedure which is much more efficient than the existing off-the-shelf solvers for large scale problems. Observe that the loss function can be decomposed as \( \mathcal{L}(\{\theta^t_u\}_{t \in T_n}) = f_1(\{\theta^t_u\}_{t \in T_n}) + \sum_{v \in V \setminus u} f_2(\{\theta^t_{uv}\}_{t \in T_n}) \) for a smooth differentiable convex function \( f_1(\{\theta^t_u\}_{t \in T_n}) = \sum_{t \in T_n} \gamma(\theta^t_u; \mathbf{x}^t) \) and a convex function \( f_2(\{\theta^t_{uv}\}_{t \in T_n}) = \lambda_1 \sum_{t \in T_n} |\theta^t_{uv}| + \lambda TV(\{\theta^t_{uv}\}_{t \in T_n}) \). Tseng [2001] established that the block-coordinate descent converges for loss functions with such structure. Based on this observation we propose the following algorithm:

1. Set initial values: \( \hat{\theta}^{t,0}_u \leftarrow 0 \), \( \forall t \in T_n \)

2. For each \( v \in V \setminus u \), set the current estimates \( \{\hat{\theta}^{t,\text{iter}+1}_{uv}\}_{t \in T_n} \) as a solution to the following optimization procedure:

\[
\min_{\{\theta^t \in \mathbb{R}^{p-1}\}_{t \in T_n}} \left\{ \sum_{t \in T_n} \gamma \left( \hat{\theta}^{t,\text{iter}+1}_{u,1}, \ldots, \hat{\theta}^{t,\text{iter}+1}_{u,v-1}, \theta^t, \hat{\theta}^{t,\text{iter}+1}_{u,v+1}, \ldots, \hat{\theta}^{t,\text{iter}+1}_{u,p-1}; \mathbf{x}^t \right) + \lambda_1 \sum_{t \in T_n} |\theta^t| + \lambda TV(\{\theta^t\}_{t \in T_n}) \right\}, \tag{10}
\]

3. Repeat step 2 until convergence
Using the proposed block-coordinate descent algorithm, we solve a sequence of optimization problems each with only \( n \) variables given in Eq. (10), instead of solving one big optimization problem with \( n(n - 1) \) variables given in Eq. (9). In our experiments, we find that the optimization in Eq. (9) can be estimated in an hour when the number of covariates is up to a few hundreds and when the number of time points is also in hundreds. Here, the bottleneck is the number of time points. Observe that the dimensionality of the problem in Eq. (10) grows linearly with the number of time points. Again, the overall estimation procedure decouples to a collection of smaller problems which can be trivially parallelized. If we treat the optimization in Eq. (9) as an atomic operation, the overall algorithm scales linearly as a function of the number of covariates \( p \), i.e. \( \mathcal{O}(p) \).

5.3 Empirical results

Using the algorithm described in the previous section, we reverse engineered the latent sequence of temporally rewiring political networks between Senators from the US Senate voting records. The US senate data consists of voting records from 109th congress (2005 - 2006). There are 100 senators whose votes were recorded on the 542 bills. Each senator corresponds to a variable, while the votes are samples recorded as -1 for no and 1 for yes. This data set was analyzed in Banerjee et al. [2008], where a static network was estimated. We analyzed this data set in a time varying framework in order to discover how the relationship between senators changes over time. Results were reported in Kolar et al. [2010b].

6 Sparsistent Estimation Of Smoothly Varying Gaussian Graphical Models (completed)

In this section, we address the problem of consistent estimation of the sparsity pattern of a precision matrix when the underlying probability distribution changes smoothly.

6.1 Model

We use the framework of Zhou et al. [2008]. Let

\[
x^i \sim \mathcal{N}(0, \Sigma^i), \quad i = 1, \ldots, n
\]

be an independent sequence of \( p \)-dimensional observations distributed according to a multivariate normal distribution whose covariance matrix changes smoothly over time. Assume for simplicity that the time points are equidistant on a unit interval, that is, \( t_i = i/n \). A graph \( G^i = (V, E^i) \) is associated with each observation \( x^i \) and it represents the non-zero elements of the precision matrix \( \Omega^i = (\Sigma^i)^{-1} \) (recall that \( e_{ab} \in E^i \) only if \( \omega_{ab}^i \neq 0 \)). With changing precision matrix \( \Omega^i \), the associated graphs change as well, which allows for modelling of dynamic networks. The model given in (11) can be thought of as a special case.
of the varying coefficient models introduced in Hastie and Tibshirani [1993]. In particular, the model in (11), inherits flexibility and modelling power from the class of nonparametric models, but at the same time it retains interpretability of parametric models. Indeed, there are no assumptions on the parametric form of the elements of the covariance matrix $\Sigma^\tau$ as a function of time.

Under the model (11), Zhou et al. [2008] studied the problem of the consistent recovery in the Frobenius norm of $\Omega^\tau$ for some $\tau \in [0, 1]$, as well as the predictive performance of the fitted model. While those results are very interesting and important in statistics, in many application areas, it is the graph structure that provides most insight into complex systems by allowing visualization of relational structures and mechanisms that explain the data. For example, in computational biology, a graph estimated from a gene expression microarray profile can reveal the topology of genetic regulation circuitry, while in sociocultural analysis, a graph structure helps identify communities and communication patterns among actors. Unfortunately, the consistent estimation of the graph structure does not follow immediately from the consistent estimation of the precision matrix $\Omega$.

We address the problem of the consistent graph structure recovery under the model (11) in this section. We establish sufficient conditions for the penalized likelihood procedure, proposed in Zhou et al. [2008], to estimate the graph structure consistently. Furthermore, we modify the neighborhood selection procedure of Meinshausen and Bühlmann [2006] to estimate the graph structure under the model (11) and provide sufficient conditions for the graph recovery.

### 6.2 Penalized Likelihood Estimation

In this section, we show that, under some technical conditions, the procedure proposed in Zhou et al. [2008] is able to consistently estimate the set of non-zero elements of the precision matrix $\Omega^\tau$ at a given time point $\tau \in [0, 1]$. Under the model (11), an estimator of the precision matrix can be obtained by minimizing the following objective

$$
\hat{\Omega}^\tau = \arg\min_{\Omega \succ 0} \left\{ \text{tr} \, \Omega \hat{\Sigma}^\tau - \log |\Omega| + \lambda \|\Omega^{-1}\|_1 \right\},
$$

(12)

where $\hat{\Sigma}^\tau = \sum_i w^\tau_i x_i (x_i')'$ is the weighted sample covariance matrix, with weights defined as

$$
w^\tau_i = \frac{K_h(t_i - \tau)}{\sum_i K_h(t_i - \tau)},
$$

(13)

$K: \mathbb{R} \mapsto \mathbb{R}$ being the kernel function and $K_h(\cdot) = K(\cdot/h)$. The tuning parameter $\lambda$ controls the number of non-zero pattern of the estimated precision matrix, while the bandwidth parameter $h$ controls the smoothness over time of the estimated precision matrix and the effective sample size. These tuning parameters depend on the sample size $n$, but we will omit this dependence in our notation.
Theorem 3. Fix a time point of interest $\tau \in [0,1]$. Let $\{x^i\}$ be an independent sample according to the model (11). Under suitable technical conditions (which are provided in Kolar and Xing [2011]) there exists a constant $C > 0$ for which the following holds. Suppose that the weighted sample covariance matrix $\hat{\Sigma}_\tau$ is estimated using the kernel with the bandwidth parameter satisfying $h = \mathcal{O}(n^{-1/3})$. If the penalty parameter $\lambda$ in (12) scales as $\lambda = \mathcal{O}(n^{-1/3}\sqrt{\log p})$ and the sample size satisfies $n > Cd^3(\log p)^{3/2}$, then the minimizer $\hat{\Omega}_\tau$ of (12) defines the edge set $\hat{E}_\tau$ which satisfies
\[
\mathbb{P}[\hat{E}_\tau \neq \{(a,b) : a \neq b, |\omega_{ab}^\tau| > \omega_{\min}\}] = \mathcal{O}(\exp(-c \log p)) \to 0,
\]
for some constant $c > 0$, with $\omega_{\min} = M_\omega n^{-1/3} \sqrt{\log p}$ and $M_\omega$ being a sufficiently large constant.

The theorem states that all the non-zero elements of the population precision matrix $\Omega^\tau$, which are larger in absolute value than $\omega_{\min}$, will be identified. Note that if the elements of the precision matrix are too small, then the estimation procedure is not able to distinguish them from zero. Furthermore, the estimation procedure does not falsely include zero elements into the estimated set of edges. The theorem guarantees consistent recovery of the set of sufficiently large non-zero elements of the precision matrix at the time point $\tau$. In order to obtain insight into the network dynamics, the graph corresponding to $\Omega^\tau$ needs to be estimated at multiple time points. Due to the slow rate of convergence of $\hat{\Omega}_t$, it is sufficient to estimate a graph at each time point $t_i$, $i = 1, \ldots, n$.

6.3 Neighborhood Selection Estimation

In this section, we discuss the neighborhood selection approach to selection of non-zero elements of the precision matrix $\Omega^\tau$ under the model (11). The neighborhood selection procedure was proposed in Meinshausen and Bühlmann [2006] as a way to estimate the graph structure associated to a GGM from an i.i.d. sample. As opposed to optimizing penalized likelihood, the neighborhood selection method is based on optimizing penalized pseudo-likelihood on each node of the graph, which results in local estimation of the graph structure.

We start by describing the neighborhood selection method under the model (11). Consider the following estimator for $\theta^\tau_{\backslash a} \triangleq \{\theta^\tau_{ab}\}_{b \in V \backslash \{a\}}$,
\[
\hat{\theta}^\tau_{\backslash a} \triangleq \arg\min_{\theta \in \mathbb{R}^{p-1}} \sum_i (x^i_a - \sum_{b \neq a} x^i_b \theta_b)^2 w^\tau_i + \lambda \|\theta\|_1,
\]
(14)
where the weight $w^\tau_i$ are defined in (13). The estimator $\hat{\theta}^\tau_{\backslash a}$ defines the neighborhood of the node $a \in V$ at the time point $\tau$ as $\hat{N}^\tau_a \triangleq N(\hat{\theta}^\tau_{\backslash a})$. By estimating the neighborhood of each node and combining them, the whole graph structure can be obtained.
We have the following result for the neighborhood selection procedure.

**Theorem 4.** Fix a time point of interest \( \tau \in [0, 1] \). Let \( \{x^t\} \) be an independent sample according to the model (11). Under suitable technical conditions (which are provided in Kolar and Xing [2011]), there exists a constant \( C > 0 \) for which the following holds. Suppose that the bandwidth parameter used in (14) satisfies \( h = O \left( n^{-1/3} \right) \). If the penalty parameter \( \lambda \) in (14) scales as \( \lambda = O \left( n^{-1/3} \sqrt{\log p} \right) \) and the sample size satisfies \( n > Cd^{3/2}(\log p)^{3/2} \), then the neighborhood selection procedure defines the edge set \( \hat{E}^\tau \), by solving (14) for all \( a \in V \), which satisfies

\[
\mathbb{P}[\hat{E}^\tau \neq \{(a,b) : a \neq b, |\theta_{ab}^\tau| > \theta_{\min}\}] = O(\exp(-cn^2/(d \log p))) \to 0,
\]

for some constant \( c > 0 \), with \( \theta_{\min} = M_\theta n^{-1/3} \sqrt{d \log p} \) and \( M_\theta \) being a sufficiently large constant.

The theorem states that the neighborhood selection procedure can be used to estimate the pattern of non-zero elements of the matrix \( \Omega^\tau \) that are sufficiently large, as defined by \( \theta_{\min} \). In order to gain insight into the network dynamics, the graph structure needs to be estimated at multiple time points.

The advantage of the neighborhood selection procedure over the penalized likelihood procedure is that it allows for very simple parallel implementation, since the neighborhood of each node can be estimated independently. Furthermore, the assumptions under which the neighborhood selection procedure consistently estimates the structure of the graph are weaker. Therefore, since the network structure is important in many problems, it seems that the neighborhood selection procedure should be the method of choice. However, in problems where the estimated coefficients of the precision matrix are also of importance, the penalized likelihood approach has the advantage over the neighborhood selection procedure. In order to estimate the precision matrix using the neighborhood selection, one needs first to estimate the structure and then fit the parameters subject to the structural constraints. However, it was pointed out by Breiman [1996] that such two step procedures are not stable.

7 Time Varying Gaussian Graphical Models With Jumps (in progress)

In this section, we discuss varying coefficient varying structure (VCVS) models for GGMs Kolar et al. [2009b]. We consider graph structure changing with time in a piece-wise constant manner.
7.1 Model

Let \( \{x_i\}_{i \in [n]} \in \mathbb{R}^p \) be a sequence of \( n \) independent observations from some \( p \)-dimensional multivariate normal distributions, not necessarily the same for every observation. Let \( \{B^j\}_{j \in [B]} \) be a disjoint partitioning of the set \([n]\) where each block of the partition consists of consecutive elements, that is, \( B^i \cap B^{j'} = \emptyset \) for \( j \neq j' \) and \( \bigcup_j B^j = [n] \) and \( B^j = [T_{j-1}, T_j] := \{T_{j-1}, T_{j-1} + 1, \ldots, T_j - 1\} \). Let \( T := \{T_0 = 1 < T_1 < \ldots < T_B = n + 1\} \) denote the set of partition boundaries. We consider the following model

\[
x_i \sim \mathcal{N}_p(0, \Sigma^j), \quad i \in B^j,
\]

so that observations indexed by elements in \( B^j \) are \( p \)-dimensional realizations of a multivariate normal distribution with zero mean and the covariance matrix \( \Sigma^j = (\sigma_{ab})_{a,b \in [p]} \). Let \( \Omega^j := (\Sigma^j)^{-1} \) denote the precision matrix with elements \( (\omega_{ab})_{a,b \in [p]} \). With the number of partitions, \( B \), and the boundaries of partitions, \( T \), unknown, we study the problem of estimating both the partition set \( \{B^j\} \) and the non-zero elements of the precision matrices \( \{\Omega^j\}_{j \in [B]} \) from the sample \( \{x_i\}_{i \in [n]} \). Note that in this section we study a particular case of the VCVS model, where the coefficients are piece-wise constant functions of time.

If the partitions \( \{B^j\}_{j} \) were known, the problem would be trivially reduced to the setting analyzed in the previous work. Dealing with the unknown partitions, together with the structure estimation of the model, is a much more challenging problem. In this section, we propose and analyze a method based on time-coupled neighborhood selection, where the model estimates are forced to stay similar across time using a fusion-type total variation penalty and the sparsity of each neighborhood is obtained through the \( \ell_1 \) penalty.

7.2 Separate Estimation of Jumps and Networks

Consider the following regression model:

\[
Y_i = X_i' \beta(t_i) + \epsilon_i, \quad i = 1, \ldots, n,
\]

where the design variables \( X_i \in \mathbb{R}^p \) are i.i.d. zero mean random variables sampled at some conditions indexed by \( i = 1, \ldots, n \), such as the prices of a set of stocks at time \( i \), or the signals from some sensors deployed at location \( i \); the noise \( \epsilon_1, \ldots, \epsilon_n \) are i.i.d. Gaussian variables with variance \( \sigma^2 \) independent of the design variables; and \( \beta(t_i) = (\beta_1(t_i), \ldots, \beta_p(t_i))' : [0, 1] \mapsto \mathbb{R}^p \) is a vector of unknown coefficient functions.

Coefficient functions can be related to the elements of the precision matrix in (15). This relationship can be exploited for a development of a neighborhood selection procedure, which was already shown in the previous chapter. Therefore, here we will focus on variable selection under the model (16).

We propose the following algorithm for estimating the time-varying structure of the varying-coefficient model in Eq. (16). The algorithm is a two-step procedure summarized as follows:
1. Estimate the block partition $\hat{T}$, on which the coefficient vector is constant within each block. This can be obtained by minimizing the following objective:

$$\sum_{i=1}^{n} (Y_i - X'_i \beta(t_i))^2 + 2\lambda_2 \sum_{k=1}^{p} ||\beta_k||_{TV},$$

which we refer to as a *temporal difference* (TD) regression for reasons that will be clear shortly. We will employ a TD-transformation to Eq. (17) and turn it into an $\ell_1$-regularized regression problem, and solve it using the randomized Lasso. Details of the algorithm and how to extract $\hat{T}$ from the TD-estimate are given in Kolar et al. [2009b].

2. For each block of the partition, $\hat{B}_j, 1 \leq j \leq \hat{B}$, estimate $\hat{\gamma}_j$ by minimizing the Lasso objective within the block:

$$\hat{\gamma}_j = \text{argmin}_{\gamma \in \mathbb{R}^p} \sum_{t_i \in \hat{B}_j} (Y_i - X'_i \gamma)^2 + 2\lambda_1 ||\gamma||_1.$$

We name this procedure TDB-Lasso (or TDBL), after the two steps (TD randomized Lasso, and Lasso within Blocks) given above.

We have the following theoretical result for TDBL.

**Theorem 5.** Under suitable technical conditions (given in Kolar et al. [2009b]) TDBL satisfies

$$\lim_{n \to \infty} \mathbb{P}(\hat{B} = B) = 1,$$

$$\lim_{n \to \infty} \max_{1 \leq j \leq B} \mathbb{P}(|\hat{\gamma}_j - \gamma_j|_1 = 0) = 1,$$

$$\lim_{n \to \infty} \min_{1 \leq j \leq B} \mathbb{P}(\hat{S}_{B_j} = S_{B_j}) = 1.$$

Theorem 5 establishes that, under suitable conditions, TDBL consistently estimates correct number of blocks. Furthermore, on each block regression coefficients are consistently estimated and the relevant variables are selected consistently.

### 7.3 Joint Estimation of Jumps and Networks

In the previous section, we gave a two step procedure for estimation of change points and graph structure. That procedure can identify the correct structure under a very strong assumptions. In this section, we present a procedure that jointly estimates the jumps and network structure.

We build on the neighborhood selection procedure to estimate the changing graph structure in model (15). We use $S'_a$ to denote the neighborhood of the node $a$ on the block $B'$. and
Consider the following estimation procedure

$$\hat{\beta}^a = \text{argmin}_{\beta \in \mathbb{R}^{p-1 \times n}} \mathcal{L}(\beta) + \text{pen}_{\lambda_1, \lambda_2}(\beta)$$

(22)

where the loss is defined for $\beta = (\beta_{b,i})_{b \in [p-1], i \in [n]}$ as

$$\mathcal{L}(\beta) := \sum_{i \in [n]} (x_{i,a} - \sum_{b \in \set{a}} x_{i,b} \beta_{b,i})^2$$

(23)

and the penalty is defined as

$$\text{pen}_{\lambda_1, \lambda_2}(\beta) := 2\lambda_1 \sum_{i=2}^{n} ||\beta_{i,i} - \beta_{i,i-1}||_2 + 2\lambda_2 \sum_{i=1}^{n} \sum_{b \in \set{a}} |\beta_{b,i}|.$$  

(24)

The penalty term is constructed from two terms. The first term ensures that the solution is going to be piecewise constant for some partition of $[n]$ (possibly a trivial one). The first term can be seen as a sparsity inducing term in the temporal domain, since it penalizes the difference between the coefficients $\beta_{i,i}$ and $\beta_{i,i+1}$ at successive time-points. The second term results in estimates that have many zero coefficients within each block of the partition. The estimated set of partition boundaries $\hat{T} = \{\hat{T}_0 = 1\} \cup \{\hat{T}_j \in [2 : n] : \hat{\beta}_{i,i}^{\hat{T}_j} \neq \hat{\beta}_{i,i}^{\hat{T}_{j-1}}\} \cup \{\hat{T}_{\hat{B}} = n + 1\}$ contains indices of points at which a change is estimated, with $\hat{B}$ being an estimate of the number of blocks $\hat{B}$. The estimated number of the block $\hat{B}$ is controlled through the user defined penalty parameter $\lambda_1$, while the sparsity of the neighborhood is controlled through the penalty parameter $\lambda_2$.

Based on the estimated set of partition boundaries $\hat{T}$, we can define the neighborhood estimate of the node $a$ for each estimated block. Let $\hat{\theta}^{a,j} = \hat{\beta}_i^{a,j}, \forall i \in [\hat{T}_{j-1} : \hat{T}_j]$ be the estimated coefficient vector for the block $\hat{\theta}^{j} = [\hat{T}_{j-1} : \hat{T}_j]$. Using the estimated vector $\hat{\theta}^{a,j}$, we define the neighborhood estimate of the node $a$ for the block $\hat{\theta}^{j}$ as

$$\hat{S}_a^{j} := S(\hat{\theta}^{a,j}) := \{b \in \set{a} : \hat{\theta}_b^{a,j} \neq 0\}.$$  

Solving (22) for each node $a \in V$ gives us a neighborhood estimate for each node. Combining the neighborhood estimates we can obtain an estimate of the graph structure for each point $i \in [n]$.

We have the following results for the joint estimation.

**Theorem 6.** Let $\{x_i\}_{i \in [n]}$ be a sequence of observation according to the model in (15). Assume that suitable technical conditions hold (given in Kolar and Xing [2010a]). Suppose that the penalty parameters $\lambda_1$ and $\lambda_2$ satisfy

$$\lambda_1 \asymp \lambda_2 = \mathcal{O}(\sqrt{\log(n)}/n).$$  

(25)
Let \( \{ \hat{\beta}_{i} \}_{i \in [n]} \) be any solution of (22) and let \( \hat{T} \) be the associated estimate of the block partition. Let \( \{ \delta_n \}_{n \geq 1} \) be a non-increasing positive sequence that converges to zero as \( n \to \infty \) and satisfies \( \Delta_{\min} \geq n\delta_n \) for all \( n \geq 1 \). Furthermore, suppose that \( (n\delta_n \xi_{\min})^{-1}\lambda_1 \to 0 \), \( \xi_{\min}^{-1}\sqrt{p}\lambda_2 \to 0 \) and \( (\xi_{\min}\sqrt{n\delta_n})^{-1}\sqrt{p}\log n \to 0 \), then if \( |\hat{T}| = B + 1 \) the following holds

\[
P[\max_{j \in [B]} |T_j - \hat{T}_j| \leq n\delta_n] \xrightarrow{n \to \infty} 1.
\]

Theorem 6 states that if the number of jumps is known, then the positions of jumps can be consistently estimated. The following results shows that the correct model

**Theorem 7.** Let \( \{x_i\}_{i \in [n]} \) be a sequence of observation according to the model in (15). Assume that the conditions of theorem 6 are satisfied. Then, if \( |\hat{T}| = B + 1 \), it holds that

\[
P[S^k = S(\hat{T}^k)] \xrightarrow{n \to \infty} 1, \quad \forall k \in [B].
\]

### 7.4 Empirical Results

The graph structure estimation using the TDB-Lasso is demonstrated on a real dataset of electroencephalogram (EEG) measurements. We used the brain computer interface (BCI) dataset IVa from Dornhege et al. [2004] in which the EEG data is collected from 5 subjects, who were given visual cues based on which they were required to imagine right hand or right foot for 3.5s. Results are reported in Kolar et al. [2009b].

### 7.5 Future work

In this chapter, we have studied estimation of both the change points and the network structure on each block where the network is not changing. Estimation is done using a surrogate loss function instead of the penalized maximum approach. We plan to investigate the problems of the form

\[
\arg \min_{\{\Omega^t\}_t} \sum_{t \in T_n} \text{tr} \Omega^t x x' - \log |\Omega^t| + \text{pen}_{\lambda_1, \lambda_2}(\{\Omega^t\}_t)
\]

where the penalty function would enforce the resulting precision matrices to be piecewise constant and sparse.

Another future plan involves investigating different penalty functions than the one given in (24), such as

\[
\text{p\hat{e}n}_{\lambda_1, \lambda_2}(\beta) := 2\lambda_1 \sum_{i=2}^{n} ||\beta_{.,i} - \beta_{.,i-1}||_\infty + 2\lambda_2 \sum_{i=1}^{n} \sum_{b \in \{a\}} |\beta_{b,i}|.
\]

The \( \ell_\infty \)-norm penalization has been used previously to identify relevant variables in a multi-task learning setting. We hope that it could be used to identify change points more efficiently.
8 Conditional Estimation of Covariance Models (in progress)

In the previous sections, we discussed estimation of network structures as a function of time, however, in many applications, it is more natural to think of a network changing as a function of some other random variable. In this section, we focus on conditional estimation of network structures. We start by motivating the problem by few real world applications.

Consider the problem of gene network inference in systems biology, which is of increasing importance in drug development and disease treatment. A gene network is commonly represented as a fixed network, with edge weights denoting strength of associations between genes. Realistically, the strength of associations between genes can depend on many covariates such as blood pressure, sugar levels, and other body indicators; however, biologists have very little knowledge on how various factors affect strength of associations. Ignoring the influence of different factors leads to estimation procedures that overlook important subtleties of the regulatory networks. Consider another problem in quantitative finance, for which one wants to understand how different stocks are associated and how these associations vary with respect to external factors to help investors construct a diversified portfolio. The rule of Diversification, formalized by Modern Portfolio Theory Markowitz [1952], dictates that risk can be reduced by constructing a portfolio out of uncorrelated assets. However, it also assumes that the associations between assets are fixed (which is highly unrealistic) and a more robust approach to modeling assets would take into account how their associations change with respect to economic indicators, such as, gross domestic product (GDP), oil price or inflation rate. Unfortunately, there is very little domain knowledge on the exact relationship between economic indicators and associations between assets, which motivates the problem of conditional covariance selection we intend to investigate in this section.

8.1 Model

Let $X \in \mathbb{R}^p$ denote a $p$-dimensional random vector representing genes or stock values, and $Z \in \mathbb{R}$ denote an index random variable representing some body factor or economic indicator of interest. Both of the above mentioned problems in biology and finance can be modeled as inferring non-zero partial correlations between different components of the random vector $X$ conditioned on a particular value of the index variable $Z = z$. We assume that the value of partial correlations change with $z$, however, the set of non-zero partial correlations is constant with respect to $z$. Let $\Sigma(z) := \text{Cov}(X|Z = z)$ denote the conditional covariance of $X$ given $Z$, which we assume to be positive definite, and let $\Omega(z) := \Sigma(z)^{-1}$ denote the conditional precision matrix. The structure of non-zero components of the matrix $\Omega(z)$ tells us a lot about associations between different components of the vector $X$, since the elements of $\Omega(z)$ correspond to partial correlation coefficients. In this section we address the challenge of selecting non-zero components of $\Omega(z)$ from noisy samples. Usually, very little is known about the relationship between the index variable $Z$ and associations between components of the random variable $X$; so, we develop a nonparametric method for estimating the non-
zero elements of $\Omega(z)$. Specifically, we develop a new method based on $\ell_1/\ell_2$ penalized kernel smoothing, that is able to estimate the functional relationship between the index $Z$ and components of $\Omega(z)$ with minimal assumptions on the distribution $(X, Z)$ and only smoothness assumption on $z \mapsto \Omega(z)$. In addition to developing an estimation procedure that works with minimal assumptions, we also focus on statistical properties of the estimator in the high-dimensional setting, where the number of dimensions $p$ is comparable or even larger than the sample size. Ubiquity of high-dimensionality in many real world data forces us to carefully analyze statistical properties of the estimator, that would otherwise be apparent in a low-dimensional setting.

### 8.2 Estimation

Let $X = (X_1, \ldots, X_p)^T \in \mathbb{R}^p$ be a $p$-dimensional random vector (representing gene expressions or stock values) and let random variable $Z \in [0, 1]$ be an associated univariate index (representing a body factor or an economy index). We will estimate associations between different components of $X$ conditionally on $Z$. For simplicity of presentation, we assume that the index variable can be scaled into the interval $[0, 1]$ and, furthermore, we assume that it is a scalar variable. The kernel smoothing method, to be introduced, can be easily extended to multivariate $Z$. However, such an extension may only be practical in limited cases, due to the curse of dimensionality Li and Liang [2008]. Throughout the paper, we assume that $E[X|Z = z] = 0$ for all $z \in [0, 1]$. In practice, one can estimate the conditional mean of $X$ given $Z$ using local polynomial fitting Fan [1993] and subtract it from $X$. We denote the conditional covariance matrix of $X$ given $Z$ as $\Sigma(z) := \text{Cov}(X|Z = z) = (\sigma_{uv}(z))_{u,v \in [p]}$, where we use $[p]$ to denote the set $\{1, \ldots, p\}$. Assuming that $\Sigma(z)$ is positive definite, for all $z \in [0, 1]$, the conditional precision matrix is given as $\Omega(z) := \Sigma(z)^{-1} = (\omega_{uv}(z))_{u,v \in [p]}$. Elements $(\omega_{uv}(z))_{u,v \in [p]}$ are smooth, but unknown functions of $z$.

With the notation introduced above, the problem of conditional covariance selection, e.g., recovering the strength of association between stocks as a function of oil price, or association between gene expressions as a function of blood pressure, can be formulated as estimating the non-zero elements in the conditional precision matrix $\Omega(z)$. As mentioned before, association between different components of $X$ can be expressed using the partial correlation coefficients, which are directly related to the elements of precision matrix as follows; the partial correlation $\rho_{uv}(z)$ between $X_u$ and $X_v$ ($u, v \in [p]$) given $Z = z$ can be computed as

$$\rho_{uv}(z) = -\frac{\omega_{uv}(z)}{\sqrt{\omega_{uu}(z)\omega_{vv}(z)}}. \quad (26)$$

The above equation confirms that the non-zero partial correlation coefficients can be selected by estimating non-zero elements of the precision matrix. Let $S := \{(u, v) : \int_{[0,1]} \omega_{uv}^2(z)dz > 0, \ u \neq v\}$ denote the set of non-zero partial correlation coefficients, which we assume to be constant with respect to $z$, i.e., we assume that the associations are fixed, but their strength can vary with respect to the index $z$. Furthermore, we assume that the number of non-zero partial correlation coefficients, $s := |S|$, is small. This is a reasonable assumption for
many problems, e.g., in biological systems a gene usually interacts with only a handful of other genes. In the following paragraphs, we relate the partial correlation coefficients to a regression problem, and present a computationally efficient method for estimating non-zero elements of the precision matrix based on this insight.

For each component \(X_u\) \((u \in [p])\) we set up a regression model, where \(X_u\) is the response variable, and all the other components are the covariates. Let \(X_{\setminus u} := \{X_v : v \neq u, v \in [p]\}\). Then we have the following regression model

\[
X_u = \sum_{v \neq u} X_v b_{uv}(z) + \epsilon_u(z), \quad u \in [p],
\]

with \(\epsilon_u(z)\) being uncorrelated with \(X_{\setminus u}\) if and only if

\[
b_{uv}(z) = -\omega_{uv}(z) \frac{\omega_{uu}(z)}{\omega_{uu}(z)}.
\]

We propose a locally weighted kernel estimator of the non-zero partial correlations. Let \(D^n = \{(x^i, z^i)\}_{i \in [n]}\) be an independent sample of \(n\) realizations of \((X, Z)\). For each \(u \in [p]\), we define the loss function

\[
L_u(B_u; D^n) := \sum_{z \in \{z^i\}_{j \in [n]}} \sum_{i \in [n]} (x^i_u - \sum_{v \neq u} x^i_v b_{uv}(z))^2 K_h(z - z^i) + 2\lambda \sum_{v \neq u} ||b_{uv}(\cdot)||_2^2
\]

where \(B_u = (b_u(z^1), \ldots, b_u(z^n))\), \(b_u(z^i) \in \mathbb{R}^{p-1}\), \(K_h(z - z^i) = K(\frac{z - z^i}{h})\) is a symmetric density function with bounded support that defines local weights, \(h\) denotes the bandwidth, \(\lambda\) is the penalty parameter and \(||b_{uv}(\cdot)||_2 := \sqrt{\sum_{z \in \{z^i\}_{j \in [n]}} b_{uv}(z)^2}\). Define \(\hat{B}_u\) as a minimizer of the loss

\[
\hat{B}_u := \arg\min_{B \in \mathbb{R}^{p-1 \times n}} L_u(B; D^n).
\]

Combing \(\{\hat{B}_u\}_{u \in [p]}\) gives an estimator

\[
\hat{S} := \{(u, v) : \max\{||\hat{b}_{uv}(\cdot)||_2, ||\hat{b}_{vu}(\cdot)||_2\} > 0\}
\]

of the non-zero elements of the precision matrix.

In Eq. (29), the \(\ell_1/\ell_2\) norm is used to penalize model parameters. This norm is commonly used in the Group Lasso Yuan and Lin [2006]. In our case, since we assume the set of non-zero elements \(S\), of the precision matrix, to be fixed with respect to \(z\), the \(\ell_2\) norm is a natural way to shrink the whole group of coefficients \(\{b_{uv}(z^i)\}_{i \in [n]}\) to zero. Note that the group consists of the same element, say \((u, v)\), of the precision matrix for different values of \(z\).

We can prove the following result for the estimation procedure outlined above.
Theorem 8. Assume that the regularity conditions (given in Kolar et al. [2010a]) are satisfied. Furthermore, assume that $E[\exp(tX)|Z = z] \leq \exp(\sigma^2 t^2/2)$ for all $z \in [0, 1]$, $t \in \mathbb{R}$ and some $\sigma \in (0, \infty)$. Let $h = O(n^{-1/5})$, $\lambda = O(n^{7/10}\sqrt{\log p})$ and $n^{-9/5}\lambda \to 0$. If
$$\frac{n^{11/10}}{\sqrt{\log p}} \min_{u,v \in S} ||b_{uv}(\cdot)||_2 \to \infty,$$
then $P[\hat{S} = S] \to 1$.

8.3 Related Work

Estimation of high-dimensional time-varying graphical models discussed in previous chapters is closely related to the scenario discussed in this chapter. While the work on time-varying graphs could fit into this framework, there are a few major differences. The most notable difference is the dependence of network structure on time, which is not random. Although the estimation procedures are similar, the theoretical analysis is quite different.

There are only few references for work on nonparametric models for conditional covariance and precision matrices. Yin et al. [2008] develop a kernel estimator of the conditional covariance matrix based on the local-likelihood approach. Since their approach does not perform estimation of non-zero elements in the precision matrix, it is suitable in low-dimensions. Other related work includes nonparametric estimation of the conditional variance function in longitudinal studies [see Ruppert et al., 1997, Fan and Yao, 1998, and references within].

8.4 Empirical Results

We applied our method to analyzing relationships among stocks in the S&P 500. Such an analysis would be useful to an economist studying the effect of various indicators on the market, or an investor who is seeking to minimize his risk by constructing a diverse portfolio according to Modern Portfolio Theory Markowitz [1952]. Rather than assume static associations among stocks we believe it is more realistic to model them as a function of an economic indicator, such as oil price. The results were reported in Kolar et al. [2010a].

8.5 Future Work

We have proposed to estimate conditional covariance matrix using kernel smoothing techniques and have established convergence results for the estimation procedure. In the future, we plan to investigate information theoretic lower bounds for this problem, similar to Cai et al. [2010].

9 Time Varying Dynamic Bayesian Networks (in progress)

In the previous sections, we have focused on estimation of undirected graphical models. However, what has not been addressed so far is how to recover directed time-varying net-
works. In this section, we address the problem of learning time-varying dynamic Bayesian networks (TV-DBN) for modeling the directed time-evolving network structures underlying non-stationary biological time series. As before, to make this problem statistically tractable, we rely on the assumption that the underlying network structures are sparse and vary smoothly across time. We propose a kernel reweighted $\ell_1$-regularized auto-regressive approach for learning this sequence of networks.

### 9.1 Model

We concern ourselves with stochastic processes in time or space domains, such as the dynamic control of gene expression during cell cycle, or the sequential activation of brain areas during cognitive decision making, of which the state of a variable at one time point is determined by the states of a set of variables at previous time points. Models describing a stochastic temporal processes can be naturally represented as dynamic Bayesian networks (DBN). Let $\mathbf{X}^t := (X^t_1, \ldots, X^t_T)^\top \in \mathbb{R}^p$ be an observation vector at time $t$. A stochastic dynamic process can be modeled by a “first-order Markovian transition model” $p(\mathbf{X}^t|\mathbf{X}^{t-1})$, which defines the probabilistic distribution at time $t$ given those at time $t-1$. Under this assumption, the likelihood of a time series of $T$ steps can be expressed as:

$$p(\mathbf{X}^1, \ldots, \mathbf{X}^T) = p(\mathbf{X}^1) \prod_{t=2}^T p(\mathbf{X}^t|\mathbf{X}^{t-1}) = p(\mathbf{X}^1) \prod_{t=2}^T \prod_{i=1}^p p(X^t_i|\mathbf{X}^t_{\pi_i}),$$  \hspace{1cm} (32)

where we assume that the topology of the networks is specified by a set of regulatory relations $\mathbf{X}^{t-1}_{\pi_i} := \{X^t_{j} : X^t_{j}$ regulates $X^t_{i}\}$, and hence the transition model $p(\mathbf{X}^t|\mathbf{X}^{t-1})$ factors over individual nodes, i.e., $\prod_i p(X^t_i|\mathbf{X}^t_{\pi_i})$.

A simple form of the transition model $p(\mathbf{X}^t|\mathbf{X}^{t-1})$ in a DBN is a linear dynamics model:

$$\mathbf{X}^t = \mathbf{A} \cdot \mathbf{X}^{t-1} + \mathbf{e}, \quad \mathbf{e} \sim \mathcal{N}(0, \sigma^2 \mathbf{I}),$$  \hspace{1cm} (33)

where $\mathbf{A} \in \mathbb{R}^{p \times p}$ is a matrix of coefficients relating the expressions at time $t-1$ to those of the next time point, and $\mathbf{e}$ is a vector of isotropic zero mean Gaussian noise with variance $\sigma^2$. In this case, the gate function that defines the conditional distribution $p(X^t_{i}|\mathbf{X}^{t-1}_{\pi_i})$ can be expressed as a univariate Gaussian, i.e., $p(X^t_{i}|\mathbf{X}^{t-1}_{\pi_i}) = \mathcal{N}(X^t_{i}; \mathbf{A}_{i}, \mathbf{X}^{t-1}_{\pi_i}, \sigma^2)$, where $\mathbf{A}_{i}$ denotes the $i$th row of the matrix $\mathbf{A}$. This model is also known as an auto-regressive model.

The major reason for favoring DBNs over standard Bayesian networks (BN) or undirected graphical models is its enhanced semantic interpretability. An edge in a BN does not necessarily imply causality due to the Markov equivalence of different edge configurations in the network. In DBNs (of the type defined above), all directed edges only point from time $t-1$ to $t$, which bear a natural causal implication and are more likely to suggest regulatory relations. The auto-regressive model in (33) also offers an elegant formal framework for consistent estimation of the structures of DBNs; we can read off the edges between variables in $\mathbf{X}^{t-1}$ and $\mathbf{X}^t$ by simply identifying the nonzero entries in the transition matrix $\mathbf{A}$. For example, the non-zero entries of $\mathbf{A}_{i}$ represent the set of regulator $\mathbf{X}^{t-1}_{\pi_i}$ that directly lead to a response on $X^t_{i}$.
Contrary to the name of dynamic Bayesian networks may suggest, DBNs are time-invariant models and the underlying network structures do not change over time. That is, the dependencies between variables in $X_t^{-1}$ and $X_t$ are fixed, and both $p(X_t | X_t^{-1})$ and $A$ are invariant over time. The term “dynamic” only means that the DBN can model dynamical systems. In the sequel, we will present a new formalism where the structures of DBNs are time-varying rather than invariant.

Formally, let graph $G^t = (\mathcal{V}, \mathcal{E}^t)$ represents the conditional independence relations between the components of random vectors $X_t^{-1}$ and $X_t$. The vertex set $\mathcal{V}$ is a common set of variables underlying $X_1:T$, i.e., each node in $\mathcal{V}$ corresponds to a sequence of variables $X_{1:t}$. The edge set $\mathcal{E}^t \subset \mathcal{V} \times \mathcal{V}$ contains directed edges from components of $X_t^{-1}$ to those of $X_t$; an edge $(i, j) \notin \mathcal{E}^t$ if and only if $X_t^i$ is conditionally independent of $X_t^{-1}j$ given the rest of the variables in the model. Due to the time-varying nature of the networks, the transition model $p^t(X_t | X_t^{-1})$ in (32) becomes time dependent. In the case of the auto-regressive DBN in (33), its time-varying extension becomes:

$$X_t = A_t \cdot X_{t-1} + \epsilon, \quad \epsilon \sim \mathcal{N}(0, \sigma^2 I),$$

and our goal is to estimate the non-zero entries in the sequence of time dependent transition matrices $\{A^t\}$ ($t = 1 \ldots T$). The directed edges $\mathcal{E}^t := \mathcal{E}^t(A^t)$ in network $G^t$ associated with each $A^t$ can be recovered via $\mathcal{E}^t = \{(i, j) \in \mathcal{V} \times \mathcal{V} | i \neq j, A_{ij} \neq 0\}$.

### 9.2 Estimation Procedure

We design a procedure that decomposes the problem of estimating the time-varying networks along two orthogonal axes. The first axis is along the time, where we estimate the network for each time point separately by reweighting the observations accordingly; and the second axis is along the set of genes, where we estimate the neighborhood for each gene separately and then join these neighborhoods to form the overall network. One benefit of such decomposition is that the estimation problem is reduced to a set of atomic optimizations, one for each node $i$ ($i = 1 \ldots |\mathcal{V}|$) at each time point $t^*$ ($t^* = 1 \ldots T$):

$$\hat{A}_i^{t^*} = \argmin_{A_i^{t^*} \in \mathbb{R}^{1 \times n_1}} \frac{1}{T} \sum_{t=1}^{T} w^r(t)(x_i^t - A_i^{t^*} x_{i-1})^2 + \lambda \|A_i^{t^*}\|_1,$$

where $\lambda$ is a parameter for the $\ell_1$-regularization term, which controls the number of non-zero entries in the estimated $\hat{A}_i^{t^*}$, and hence the sparsity of the networks; $w^r(t)$ is the weighting of an observation from time $t$ when we estimate the network at time $t^*$. More specifically, it is defined as $w^r(t) = \frac{K_h(t-t^*)}{\sum_{t'=1}^{T} K_h(t-t')}$, where $K_h(\cdot) = \frac{1}{h^d}$ is a symmetric nonnegative kernel function and $h$ is the kernel bandwidth. Note that multiple measurements at the same time point are considered as i.i.d. observations and can be trivially handled by assigning them the same weights.

We have the following result for the estimation procedure.
Theorem 9. Assume that the conditions below hold:

1. Elements of $A^t$ are smooth functions with bounded second derivatives, i.e. there exists a constant $L > 0$ s.t. $\left| \frac{\partial}{\partial t} A^t_{ij} \right| < L$ and $\left| \frac{\partial^2}{\partial t^2} A^t_{ij} \right| < L$.

2. The minimum absolute value of non-zero elements of $A^t$ is bounded away from zero at observation points, and this bound tends to zero as we observe more and more samples, i.e., $a_{\min} := \min_{t \in \{t \in \mathbb{N} : 1/T, 2/T, \ldots, 1 \}} \min_{i \in [p], j \in S^t_i} |A^t_{ij}| > 0$.

3. Let $\Sigma^t = \mathbb{E}[X^t(X^t)^T] = [\sigma_{ij}(t)]_{i,j=1}^p$ and let $S^t_i$ denote the set of non-zero elements of the $i$-th row of the matrix $A^t$, i.e. $S^t_i = \{ j \in [p] : A^t_{ij} \neq 0 \}$. Assume that there exist a constant $d \in (0, 1]$ s.t. $\max_{j \in S^t_i, k \neq j} |\sigma_{jk}(t)| \leq \frac{d}{s}, \forall i \in [p], t \in [0, 1]$, where $s$ is an upper bound on the number of non-zero elements, i.e. $s = \max_{t \in [0, 1]} \max_{i \in [p]} |S^t_i|$.

4. The kernel $K(\cdot) : \mathbb{R} \rightarrow \mathbb{R}$ is a symmetric function and has bounded support on $[0, 1]$. There exists a constant $M_K$ s.t. $\max_{x \in \mathbb{R}} |K(x)| \leq M_K$ and $\max_{x \in \mathbb{R}} K(x)^2 \leq M_K$.

Let the regularization parameter scale as $\lambda = \mathcal{O}(\sqrt{(\log p)/Th})$, the minimum absolute non-zero entry $a_{\min}$ of $A^t^{*}$ be sufficiently large ($a_{\min} \geq 2\lambda$). If $h = \mathcal{O}(T^{1/3})$ and $\frac{\log p}{Th} = o(1)$ then

$$\mathbb{P}[\text{supp}(\hat{A}^{*}) = \text{supp}(A^{*})] \rightarrow 1, \quad T \rightarrow \infty, \quad \forall t^* \in [0, 1].$$

### 9.3 Empirical Results

We have applied the formalism of TV-DBNs to reverse engineer the time varying gene regulatory networks from time series of gene expression measured across two yeast cell cycles and to explore the interactions between brain regions in response to visual stimuli. Results are reported in Song et al. [2009a].

### 9.4 Future Work

Formalism of dynamic Bayesian Networks is very powerful in modeling Granger causality. We plan to investigate how TV-DBN can be used to estimate Granger causality from locally stationary processes. Furthermore, we plan to develop more sound theory behind the TV-DBN model.

### 10 Estimation From Data with Missing Values (proposed work)

In practice, we often have to analyze data that contains missing values [Little and Rubin, 1987]. Missing values may occur due to a number of reasons, for example, faulty machinery
that collects data, subjects not being available in subsequent experiments (longitudinal studies), limits from experimental design, etc. When missing values are present, they are usually imputed to obtain a complete data set on which standard methods can be applied. However, statistical inference is the goal of our analysis and direct methods that do not impute missing values as preferred. A systematic approach to missing values problem is based on likelihoods. However, with an arbitrary pattern of missing values, no explicit maximization of the likelihood is possible even for the mean values and covariance matrices. Expectation maximization algorithms, which are iterative methods, are commonly used in cases where explicit maximization of the likelihood is not possible, however, providing theoretical guarantees for such procedures is difficult. This approach was employed in Städler and Bühlmann [2009] to estimate sparse inverse covariance matrices, which we will review in the following section. In a recent work, Lounici [2012] deals with estimation of covariance matrices from data with missing values under the assumption that the true covariance matrix is approximately low rank. Loh and Wainwright [2011] recently studied high-dimensional regression problems when data contains missing values. Casting the estimation of a precision matrix as a sequence of regression problems, they obtain an estimator of the precision matrix without maximizing partially observed likelihood function using an EM algorithm.

We plan to develop a simple, principled method that directly estimates a large dimensional covariance matrix from data with missing values. We would form an unbiased estimator of the covariance matrix from available data, which is then plugged into the penalized maximum likelihood objective for a multivariate Normal distribution to obtain a sparse estimator of the inverse of the covariance matrix, called the precision matrix. Even though the initial estimator of the covariance matrix is not necessarily positive-definite, we would show that the final estimator of the precision matrix is positive definite.

We form a sample covariance matrix from the available samples containing missing values as follows. Let $\hat{S} = [\hat{\sigma}_{ab}]_{ab}$ be the sample covariance matrix with elements

$$
\hat{\sigma}_{ab} = \frac{\sum_{i=1}^{n} r_{ia} r_{ib} (x_{ia} - \hat{\mu}_a)(x_{ib} - \hat{\mu}_b)}{\sum_{i=1}^{n} r_{ia} r_{ib}}
$$

(37)

where $\hat{\mu} = (\hat{\mu}_a)$ is the sample mean defined as $\hat{\mu}_a = (\sum_{i=1}^{n} r_{ia})^{-1} \sum_{i=1}^{n} r_{ia} x_{ia}$. Under the MCAR assumption, it is simple to show that $\hat{S}$ is an unbiased estimator of $\Sigma$, that is, $E[\hat{S}] = \Sigma$.

Our estimator is formed by plugging $\hat{S}$ into the objective

$$
\hat{\Omega} = \arg \max_{\Omega \succeq 0} \{ \log |\Omega| - \text{tr} \Omega \hat{S} - \lambda ||\Omega^-||_1 \},
$$

(38)

where $\Omega^- := \Omega - \text{diag}(\Omega)$ and $||A||_1 = \sum_{ij} |A_{ij}|$.

We have proposed a simple estimator for the precision matrix in high-dimensions from data with missing values. The estimator is based on a convex program that can be solved efficiently. Furthermore, the estimator does not require imputation of the missing values and can be found using existing numerical procedures. As such, we believe that it represents a viable alternative to the iterative EM algorithm.
There are two directions in which this work should be extended. First, the MCAR assumption is very strong and it is hard to check whether it holds in practice. However, we have observed in our simulation studies that under the MAR assumption, which is a more realistic assumption than MCAR, performance of the estimators does not degrade dramatically when estimating the support of the precision matrix. However, estimated parameters are quite far from the true parameters measured using the KL divergence. This could be improved by using a weighted estimator for the sample covariance matrix [see, e.g., Robins et al., 1994]. Second, it is important to establish sharp lower bounds for the estimation problem from data with missing values, which should reflect dependence on the proportion of observed entries $\gamma$ [see, e.g., Lounici, 2012].

11 Estimation of Networks From Multi-attribute Data (proposed work)

In this chapter, we consider estimation of networks when for each node we have measurement of multiple attributes. Using standard methods for estimation of networks from nodal observations, we can estimate a network for each attribute individually. However, it is not clear how to combine estimated networks to obtain a single network reflecting the structure underlying a complex system.

Katenka and Kolaczyk [2011] study estimation of association networks from multi-attribute data using canonical correlation. If the canonical correlation is large enough, then a link between two nodes is formed. We will focus instead on estimation of partial correlation between different nodes.

Let $X_1 \in \mathbb{R}^{k_1}, \ldots, X_p \in \mathbb{R}^{k_p}$ be random vectors that jointly follow the following distribution

$$
\begin{pmatrix}
X_1 \\
\vdots \\
X_p
\end{pmatrix}
\sim \mathcal{N}
\begin{pmatrix}
0 \\
\vdots \\
0
\end{pmatrix}
, \begin{pmatrix}
\Sigma_{11} & \Sigma_{12} & \cdots & \Sigma_{1p} \\
\Sigma_{21} & \Sigma_{22} & \cdots & \Sigma_{2p} \\
\vdots & \vdots & \ddots & \vdots \\
\Sigma_{p1} & \cdots & \cdots & \Sigma_{pp}
\end{pmatrix}.
$$

(39)

Each node in a graph is associated with the random vector and an edge between two nodes $a$ and $b$ exists if

$$
\max_{u,v} \text{Corr}(u'X_a, v'X_b \mid \{X_c \mid c \in [p] \setminus \{a, b\}\}) \neq 0.
$$

(40)

A straightforward calculation shows that

$$
\max_{u,v} \text{Cov}(u'X_a, v'X_b \mid \{X_c \mid c \in [p] \setminus \{a, b\}\}) = \max_{u,v} u'\Omega_{ab}v
$$

where $\Omega = \Sigma^{-1}$. Using standard results on the multivariate Normal distribution [Lauritzen,
1996], this shows that an edge between node \( a \) and node \( b \) exists if \( X_a \) and \( X_b \) are conditionally independent given all the remaining variables.

The above discussion naturally leads to the following estimation procedure

\[
\min_{\Omega} \operatorname{tr} S \Omega - \log |\Omega| + \lambda_1 \sum_{a \neq b} ||\Omega_{ab}||_2
\]  

(41)

where \( S \) is the sample covariance matrix.

Alternatively, we can estimate an edge between nodes by relating the precision matrix to the coefficients of a regression. Let us partition the covariance matrix as

\[
\Sigma = \begin{pmatrix}
\Sigma_{11} & \Sigma_{12} \\
\Sigma_{21} & \Sigma_{22}
\end{pmatrix}
\]

Then using formula for the inverse of a block matrix we have that

\[
\Omega = \begin{pmatrix}
(\Sigma_{11} - \Sigma_{12} \tilde{\Sigma}_{22}^{-1} \tilde{\Sigma}_{21})^{-1} & -(\Sigma_{11} - \Sigma_{12} \tilde{\Sigma}_{22}^{-1} \tilde{\Sigma}_{21})^{-1} \Sigma_{12} \tilde{\Sigma}_{22}^{-1} \\
-\Sigma_{22}^{-1} \Sigma_{21} (\Sigma_{11} - \Sigma_{12} \tilde{\Sigma}_{22}^{-1} \tilde{\Sigma}_{21})^{-1} & (\Sigma_{22} - \Sigma_{21} \Sigma_{11}^{-1} \Sigma_{12})^{-1}
\end{pmatrix}
\]

Recall that

\[
X_1 | X_2 = x_2, \ldots, X_p = x_p \sim \mathcal{N}(\tilde{\Sigma}_{12} \tilde{\Sigma}_{22}, \Sigma_{11} - \Sigma_{12} \tilde{\Sigma}_{22}^{-1} \tilde{\Sigma}_{21}),
\]

which shows that estimating whether \( \Omega_{1b} \) is equal to zero or not is equivalent to estimating whether a corresponding block in \( \tilde{\Sigma}_{12} \tilde{\Sigma}_{22} \) is zero or not.

We form the following regression problems

\[
\arg \min \sum_{i \in [n]} (x_{i,k} - \sum_{j=2}^p x_{i,j} \beta_{k,j})^2 + \lambda_1 \sum_{j=2}^p ||\beta_{k,j}||_2, \quad k = 1, \ldots, k_1
\]

and estimate an edge between nodes 1 and \( b \) if \( \beta_{k,b} = 0 \) for all \( k = 1, \ldots, k_1 \).

Part II

12 Multi-task learning

12.1 Literature Survey

Multi-task learning has been an active research area for more than a decade [Baxter, 1995, Thrun and O’Sullivan, 1996, Caruana, 1997]. For an estimation procedure to benefit from multiple tasks, there need to be some connections between the tasks. One common assumption is that tasks share the feature structure. Along this direction, researchers have proposed
to select relevant variables that are predictive for all tasks [Turlach et al., 2005, Zou and Yuan, 2008, Zhang, 2006, Negahban and Wainwright, 2009, Obozinski et al., 2011, Lounici et al., 2009, Liu et al., 2009, Lounici et al., 2010, Kim et al., 2009] or to learn transformation of the original variables so that in the transformed space only few features are relevant [Argyriou et al., 2007, Argyriou et al., 2008, Obozinski et al., 2010].

The model in (1) under the joint sparsity assumption was analyzed in, for example, Obozinski et al. [2011], Lounici et al. [2009], Negahban and Wainwright [2009], Lounici et al. [2010] and Kolar and Xing [2010b]. Obozinski et al. [2011] propose to minimize the penalized least squares objective with a mixed $(2, 1)$-norm on the coefficients as the penalty term. The authors focus on consistent estimation of the support set $S$, albeit under the assumption that the number of tasks $k$ is fixed. Negahban and Wainwright [2009] use the mixed $(\infty, 1)$-norm to penalize the coefficients and focus on the exact recovery of the non-zero pattern of the regression coefficients, rather than the support set $S$. For a rather limited case of $k = 2$, the authors show that when the regression do not share a common support, it may be harmful to consider the regression problems jointly using the mixed $(\infty, 1)$-norm penalty. In Lounici et al. [2009] and Lounici et al. [2010], the focus is shifted from the consistent selection to benefits of the joint estimation for the prediction accuracy and consistent estimation.

13 Multi-Normal Means Model (completed)

13.1 Motivation

Despite many previous investigations, the theory of variable selection in multi-task regression models is far from settled. A simple clear picture of when sharing between tasks actually improves performance has not emerged. In particular, to the best of our knowledge, there has been no previous work that sharply characterizes the performance of different penalization schemes on the problem of selecting the relevant variables in the multi-task setting.

In this chapter we study multi-task learning in the context of the many Normal means model. This is a simplified model that is often useful for studying the theoretical properties of statistical procedures. The use of the many Normal means model is fairly common in statistics but appears to be less common in machine learning. Our results provide a sharp characterization of the sparsity patterns under which the Lasso procedure performs better than the group Lasso. Similarly, our results characterize how the group Lasso (with the mixed $(2, 1)$ norm) can perform better when each non-zero row is dense.

13.2 Model

We consider the following Normal means model. Let

$$Y_{ij} \sim \begin{cases} (1 - \epsilon)N(0, \sigma^2) + \epsilon N(\mu_{ij}, \sigma^2) & j \in [k], \ i \in S \\ N(0, \sigma^2) & j \in [k], \ i \in S^c \end{cases}$$

(42)
where \((\mu_{ij})_{i,j}\) are unknown real numbers, \(\sigma = \sigma_0/\sqrt{n}\) is the variance with \(\sigma_0 > 0\) known, 
\((Y_{ij})_{i,j}\) are random observations, \(\epsilon \in [0,1]\) is the parameter that controls the sparsity of features across tasks and \(S \subset [p]\) is the set of relevant features. Let \(s = |S|\) denote the number of relevant features. Denote the matrix \(M \in \mathbb{R}^{p \times k}\) of means

<table>
<thead>
<tr>
<th>Tasks</th>
<th>1</th>
<th>2</th>
<th>\ldots</th>
<th>k</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(\mu_{11})</td>
<td>(\mu_{12})</td>
<td>\ldots</td>
<td>(\mu_{1k})</td>
</tr>
<tr>
<td>2</td>
<td>(\mu_{21})</td>
<td>(\mu_{22})</td>
<td>\ldots</td>
<td>(\mu_{2k})</td>
</tr>
<tr>
<td>\vdots</td>
<td>\vdots</td>
<td>\vdots</td>
<td>\ddots</td>
<td>\vdots</td>
</tr>
<tr>
<td>(p)</td>
<td>(\mu_{p1})</td>
<td>(\mu_{p2})</td>
<td>\ldots</td>
<td>(\mu_{pk})</td>
</tr>
</tbody>
</table>

and let \(\theta_i = (\mu_{ij})_{j \in [k]}\) denote the \(i\)-th row of the matrix \(M\). The set \(S^c = [p]\setminus S\) indexes the zero rows of the matrix \(M\) and the associated observations are distributed according to the Normal distribution with zero mean and variance \(\sigma^2\). The rows indexed by \(S\) are non-zero and the corresponding observation are coming from a mixture of two Normal distributions. The parameter \(\epsilon\) determines the proportion of observations coming from a Normal distribution with non-zero mean. The reader should regard each column as one vector of parameters that we want to estimate. The question is whether sharing across columns improves the estimation performance.

It is known from the work on the Lasso that in regression problems, the design matrix needs to satisfy certain conditions in order for the Lasso to correctly identify the support \(S\) [see van de Geer and Bühlmann, 2009, for an extensive discussion on the different conditions]. These regularity conditions are essentially unavoidable. However, the Normal means model (42) allows us to analyze the estimation procedure in (22) and focus on the scaling of the important parameters \((n, k, p, s, \epsilon, \mu_{\min})\) for the success of the support recovery. Using the model (42) and the estimation procedure in (22), we are able to identify regimes in which estimating the support is more efficient using the ordinary Lasso than with the multi-task Lasso and vice versa. Our results suggest that the multi-task Lasso does not outperform the ordinary Lasso when the features are not considerably shared across tasks; thus, practitioners should be careful when applying the multi-task Lasso without knowledge of the task structure.

An alternative representation of the model is

\[
Y_{ij} = \begin{cases} 
N(\xi_{ij}\mu_{ij}, \sigma^2) & j \in [k], \quad i \in S \\
N(0, \sigma^2) & j \in [k], \quad i \in S^c
\end{cases}
\]

where \(\xi_{ij}\) is a Bernoulli random variable with success probability \(\epsilon\). Throughout the paper, we will set \(\epsilon = k^{-\beta}\) for some parameter \(\beta \in [0,1]\); \(\beta < 1/2\) corresponds to dense rows and \(\beta > 1/2\) corresponds to sparse rows. Let \(\mu_{\min}\) denote the following quantity \(\mu_{\min} = \min |\mu_{ij}|\).

Under the model (42), we analyze penalized least squares procedures of the form

\[
\hat{\mu} = \operatorname{argmin}_{\mu \in \mathbb{R}^{p \times k}} \frac{1}{2}||Y - \mu||_F^2 + \operatorname{pen}(\mu)
\] (43)
where $||A||_F = \sum_{jk} A_{jk}^2$ is the Frobenious norm, $\text{pen}(\cdot)$ is a penalty function and $\mu$ is a $p \times k$ matrix of means. We consider the following penalties:

1. the $\ell_1$ penalty
   \[
   \text{pen}(\mu) = \lambda \sum_{i \in [p]} \sum_{j \in [k]} |\mu_{ij}|,
   \]
   which corresponds to the Lasso procedure applied on each task independently, and denote the resulting estimate as $\hat{\mu}^{\ell_1}$.

2. the mixed $(2,1)$-norm penalty
   \[
   \text{pen}(\mu) = \lambda \sum_{i \in [p]} ||\theta_i||_2,
   \]
   which corresponds to the multi-task Lasso formulation in Obozinski et al. [2011] and Lounici et al. [2009], and denote the resulting estimate as $\hat{\mu}^{\ell_1/\ell_2}$.

3. the mixed $(\infty,1)$-norm penalty
   \[
   \text{pen}(\mu) = \lambda \sum_{i \in [p]} ||\theta_i||_\infty,
   \]
   which correspond to the multi-task Lasso formulation in Negahban and Wainwright [2009], and denote the resulting estimate as $\hat{\mu}^{\ell_1/\ell_\infty}$.

For any solution $\hat{\mu}$ of (43), let $S(\hat{\mu})$ denote the set of estimated non-zero rows
\[
S(\hat{\mu}) = \{ i \in [p] : ||\hat{\theta}_i||_2 \neq 0 \}.
\]
We establish sufficient conditions under which $P[S(\hat{\mu}) \neq S] \leq \alpha$ for different methods. These results are complemented with necessary conditions for the recovery of the support set $S$.

### 13.3 Overview of the Main Results

Using the normal means model we can establish the following results.

1. We establish a lower bound on the parameter $\mu_{\text{min}}$ as a function of the parameters $(n, k, p, s, \beta)$. Our result can be interpreted as follows: for any estimation procedure there exists a model given by (42) with non-zero elements equal to $\mu_{\text{min}}$ such that the estimation procedure will make an error when identifying the set $S$ with probability bounded away from zero.

2. We establish the sufficient conditions on the signal strength $\mu_{\text{min}}$ for the Lasso and both variants of the group Lasso under which these procedures can correctly identify the set of non-zero rows $S$.
By comparing the lower bounds with the sufficient conditions, we are able to identify regimes in which each procedure is optimal for the problem of identifying the set of non-zero rows $S$. Furthermore, we point out that the usage of the popular group Lasso with the mixed $(\infty, 1)$ norm can be disastrous when features are not perfectly shared among tasks. This is further demonstrated through an empirical study.

14 Feature Screening With Forward regression (in progress)

14.1 Motivation

Multiple output ultra-high dimensional regression problems commonly arise in a genome-wide association mapping studies. These studies aim to find a small set of causal single-nucleotide polymorphisms (SNP) (variables) that account for genetic variations of a large number of genes (regression outputs). However, this is a very challenging problem for current statistical methods since the number of variables is likely to reach millions. Genes in a biological pathway are co-expressed as a module and it is often assumed that a causal SNP affects multiple genes in one pathway, but not all of the genes in the pathway. In order to effectively reduce the dimensionality of the problem and to detect the causal SNPs, it is very important to look at how SNPs affect all genes in a biological pathway. Since the experimentally collected data is usually very noisy, regressing genes individually onto SNPs may not be sufficient to identify the relevant SNPs that are only weakly correlated with each gene. However, once the whole biological pathway is examined, it is much easier to find the causal SNPs. In this paper, we demonstrate that the Simultaneous Orthogonal Matching Pursuit (S-OMP) [Tropp et al., 2006] can be used to quickly reduce the dimensionality of the problem, without losing any of the relevant variables.

As the dimensionality of the problem and the number of outputs increase, it becomes computationally hard to solve the commonly used convex programs used to identify relevant variables in multiple output regression problems. Previous work Liu et al. [2009], Lounici et al. [2009], Kim et al. [2009], do not scale well to settings when the number of variables exceeds $\gtrsim 10000$ and the number of outputs exceeds $\gtrsim 1000$ as in genome-wide association studies. Furthermore, estimation error of the regression coefficients depends on the number of variables in the problem, so that the variable selection can improve convergence rates of estimation procedures. These concerns motivate us to propose and study the S-OMP as a fast way to remove many of the irrelevant variables.

14.2 Model

Consider the following model

$$y_t = X_t \beta_t + \epsilon_t, \quad t = 1, \ldots, T.$$  \hspace{1cm} (44)
Assume that for all $t \in [T]$, $X_t \in \mathbb{R}^{n \times p}$. For the design $X_t$, we denote $X_{t,j}$ the $j$-th column, $x_{t,i}$ the $i$-th row and $x_{t,i,j}$ the element at $(i, j)$. Denote $\Sigma_t = \text{Cov}(x_{t,i})$. Without loss of generality, we assume that $\text{Var}(y_{t,i}) = 1$, $E(x_{t,i,j}) = 0$ and $\text{Var}(x_{t,i,j}) = 1$. The noise $\epsilon_t$ is zero mean and $\text{Cov}(\epsilon_t) = \sigma^2 I_{n \times n}$. We assume that the number of variables $p \gg n$ and that the regression coefficients $\beta_t$ are jointly sparse. Let $\mathcal{M}_{s,t}$ denote the set of non-zero coefficients of $\beta_t$ and $\mathcal{M}_s = \bigcup_{t=1}^T \mathcal{M}_{s,t}$ denote the set of all relevant variables. For an arbitrary set $\mathcal{M} = \{j_1, \ldots, j_k\}$, $X_{t,\mathcal{M}}$ denotes the design with columns indexed by $\mathcal{M}$, $B_{\mathcal{M}}$ denotes the rows of $B$ indexed by $\mathcal{M}$ and $B_j = (\beta_{1,j}, \ldots, \beta_{T,j})'$. The cardinality of the set $\mathcal{M}$ is denoted as $|\mathcal{M}|$. Let $s := |\mathcal{M}_s|$ denote the total number of relevant variables, so under the sparsity assumption we have $s < n$. For a square matrix $A$, $\Lambda_{\text{min}}(A)$ and $\Lambda_{\text{max}}(A)$ are used to denote the minimum and the maximum eigenvalue, respectively. Lastly, we use $[p]$ to denote the set $\{1, \ldots, p\}$.

Before we continue, we give a few definitions that will facilitate the presentation of the algorithm and theoretical results.

**Definition 10.** The union support recovery deals with estimation of $\mathcal{M}_s$, the set of all relevant variables.

**Definition 11.** The exact support recovery deals with estimation of $\{\mathcal{M}_{s,t}\}_{t \in [T]}$, the exact set of non-zero elements of $B$.

**Definition 12.** An estimation procedure is said to have the sure screening property if it is able to find an estimator $\hat{\mathcal{M}}$ of the union support that satisfies $\mathbb{P}[\mathcal{M}_s \subseteq \hat{\mathcal{M}}] \to 1$ as $n \to \infty$.

### 14.3 Estimation

The Simultaneous Orthogonal Matching Pursuit is outlined in Algorithm 2. Before describing the algorithm, we introduce some additional notation. For a model $\mathcal{M}$, let $H_{t,\mathcal{M}}$ be the orthogonal projection onto $\text{Span}(X_{t,\mathcal{M}})$, i.e., $H_{t,\mathcal{M}} = X_{t,\mathcal{M}}(X_{t,\mathcal{M}}'X_{t,\mathcal{M}})^{-1}X_{t,\mathcal{M}}'$. Define the residual sum of squares (RSS) as $\text{RSS}(\mathcal{M}) = \sum_{t=1}^T y_t'(I_{n \times n} - H_{t,\mathcal{M}})y_t$.

The algorithm starts with an empty model $\mathcal{M}^{(0)} = \emptyset$. We recursively define the model $\mathcal{M}^{(k)}$ based on the model $\mathcal{M}^{(k-1)}$. The model $\mathcal{M}^{(k)}$ is obtained by adding a variable $\hat{j}_k$, which minimizes RSS($\mathcal{M}^{(k-1)} \cup \hat{j}$) over the set $[p] \setminus \mathcal{M}^{(k-1)}$, to the model $\mathcal{M}^{(k-1)}$. Repeating the algorithm for $n-1$ steps, a sequence of nested models $\{\mathcal{M}^{(k)}\}_{k=0}^{n-1}$ is obtained, with $\mathcal{M}^{(k)} = \{j_1, \ldots, j_k\}$.

To practically select one of the models from $\{\mathcal{M}^{(k)}\}_{k=0}^{n-1}$, we minimize the modified BIC criterion [Chen and Chen, 2008], which is defined as

$$\text{BIC}(\mathcal{M}) = \log\left(\frac{\text{RSS}(\mathcal{M})}{nT}\right) + \frac{|\mathcal{M}|(\log(n) + 2 + 2\log(p))}{n}$$

with $|\mathcal{M}|$ denoting the number of elements of the set $\mathcal{M}$. Let $\hat{s} = \arg\min_{k \in \{0, \ldots, n-1\}} \text{BIC}(\mathcal{M}^{(k)})$, so that the selected model is $\mathcal{M}^{(\hat{s})}$. Observe that $\mathcal{M}^{(\hat{s})}$ estimates only the union support and that further subselection is needed to estimate the exact support.
Algorithm 2 Group Forward Regression

**Input:** Dataset $\{X_t, y_t\}_{t=1}^T$

**Output:** Sequence of selected models $\{M^{(k)}\}_{k=0}^{n-1}$

1: Set $M^{(0)} = \emptyset$
2: for $k = 1$ to $n - 1$ do
3: for $j = 1$ to $p$ do
4: $\tilde{M}^{(k)}_j = M^{(k-1)} \cup \{j\}$
5: $H_{t,j} = X_t^\prime (X_{t,\tilde{M}^{(k)}_j})^{-1} X_{t,\tilde{M}^{(k)}_j}$
6: $\text{RSS}(\tilde{M}^{(k)}_j) = \sum_{t=1}^T y_t^\prime (I_{n \times n} - H_{t,j}) y_t$
7: end for
8: $\hat{j}_k = \arg\min_{j \in \{1, \ldots, p\} \setminus M^{(k-1)}} \text{RSS}(\tilde{M}^{(k)}_j)$
9: $M^{(k)} = M^{(k-1)} \cup \{\hat{j}_k\}$
10: end for

**Remark:** The S-OMP algorithm is outlined only conceptually in this section. The steps 5 and 6 of the algorithm can be implemented efficiently using the progressive Cholesky decomposition see, e.g., Cotter et al. [1999].

We have the following result for the S-OMP procedure

**Theorem 13.** Assume that the suitable technical conditions (given in Kolar and Xing [2010b]) are satisfied. Furthermore, assume that

$$\frac{n^{1-6\delta_s-6\delta_{\min}}}{\max\{\log(p), \log(T)\}} \to \infty, \quad \text{as } n \to \infty.$$  \hspace{1cm} (46)

Then there exists a number $m_{\max}^* = m_{\max}^*(n)$, so that in $m_{\max}^*$ all the relevant variables are included in the model, i.e., as $n \to \infty$

$$\mathbb{P}[M_s \subseteq M^{(m_{\max}^*)}] \geq 1 - C_1 \exp \left(-C_2 \frac{n^{1-6\delta_s-6\delta_{\min}}}{\max\{\log(p), \log(T)\}} \right),$$  \hspace{1cm} (47)

for some constants $C_1, C_2$. The exact value of $m_{\max}^*$ is given as

$$m_{\max}^* = \lfloor 2^4 \phi_{\min}^{-2} \phi_{\max} C_\beta^2 C_\alpha^{-2} n^{2\delta_s+2\delta_{\min}} \rfloor.$$  \hspace{1cm} (48)

Under the assumptions of Theorem 13, $m_{\max}^* \leq n - 1$, so that the procedure effectively reduces the dimensionality below the sample size. From the proof of the theorem, it is clear how multiple outputs help to identify the relevant variables. The crucial quantity in identifying all relevant variables is the minimum non-zero row norm of $B$, which allows us to identify weak variables if they are relevant for a large number of outputs even though individual coefficients may be small.
14.4 Future work

In the future, we plan to investigate screening properties of forward regression under generalized linear models. A prototypical example would be selection in multi-task classification using logistic regression.

15 Marginal Regression For Multi-task Learning (proposed work)

In this section, we investigate marginal regression, also known as correlation learning, marginal learning and sure screening, which is one computationally superior alternative to the Lasso. This is a very old and simple procedure, which has recently gained popularity due to its desirable properties in high-dimensional setting [Wasserman and Roeder, 2009, Fan and Lv, 2008, Fan et al., 2009a, 2011]. See also Kerkyacharian et al. [2009] and Alquier [2008] for related procedures. Marginal regression is based on regressing the response variable on each variable separately

$$\hat{\mu}_j = (X'_jX_j)^{-1}X'_jy, \quad (49)$$

where $X_j = (x_{1j}, \ldots, x_{nj})'$. Next, the values $\{|\hat{\mu}_j|\}$ are sorted in decreasing order, with $\{\hat{r}_j\}$ denoting the ranks, and the set of estimated variables is

$$\hat{S}(k) := \{1 \leq j \leq p : \hat{r}_j \leq k\}, \quad 1 \leq k \leq p. \quad (50)$$

Note that in Eq. (49) we use the first $n$ samples only to compute $\hat{\mu}_j$. Under a condition, related to the faithfulness conditions used in causal literature [Robins et al., 2003, Spirtes et al., 2000], it can be shown that the set $\hat{S}(k)$ correctly estimates the relevant variables $S := \{1 \leq j \leq p : \beta_j \neq 0\}$, see Wasserman and Roeder [2009].

Motivated by successful applications to variable selection in single task problems, we study properties of marginal regression in a multitask setting. We will consider the following multitask regression model

$$y_t = X_t\beta_t + \epsilon_t, \quad t = 1, \ldots, T \quad (51)$$

where $y_t, \epsilon \in \mathbb{R}^m$ and $X \in \mathbb{R}^{m \times p}$. Again, we assume that $m = 2n$ and use half of the samples to rank the variables and the other half to select the correct number of relevant variables. The subscript $t$ indexes tasks and $\beta_t \in \mathbb{R}^p$ is the unknown regression coefficient for the $t$-th task. We assume that there is a shared design matrix $X$ for all tasks, a situation that arises, for example, in genome-wide association studies. Alternatively, one can have one design matrix $X_t$ for each task. We assume that the regression coefficients are jointly sparse. Let $S_t := \{1 \leq j \leq p : \beta_{tj} \neq 0\}$ be the set of relevant variables for the $t$-th task and let $S = \cup_t S_t$ be the set of all relevant variables. Under the joint sparsity assumption $s := |S| \ll n$. 
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To perform marginal regression in the multitask setting, one computes correlation between each variable and each task using the first half of the samples

$$
\hat{\mu}_{tj} = (X'_jX_j)^{-1}X'_jy_t, \quad (52)
$$

for each $t = 1, \ldots, T, j = 1, \ldots, p$. Let $\Phi : \mathbb{R}^T \mapsto \mathbb{R}_+$ be a scoring function, which is used to sort the values $\{\Phi(\hat{\mu}_{tj})\}_j$ in decreasing order. Let $\{\hat{r}_{\Phi,j}\}$ denote the rank of variable $j$ in the ordering, then the set of estimated variables is

$$
\hat{S}_{\Phi}(k) := \{1 \leq j \leq p : \hat{r}_{\Phi,j} \leq k\}, \quad 1 \leq k \leq p. \quad (53)
$$

For concreteness, we will use the norm $|| \cdot ||_1$, $|| \cdot ||_2$ and $|| \cdot ||_\infty$ as our scoring functions and denote the sets of estimated variables $\hat{S}_{\ell_1}(k)$, $\hat{S}_{\ell_2}(k)$ and $\hat{S}_{\ell_\infty}(k)$ respectively.

16 Multi-task Learning With Sparse PCA (proposed work)

Let $\{y^i\}_{i \in [n]}$ be a collection of samples in $\mathbb{R}^p$ generated as follows

$$
y^i = \sum_{j=1}^r \sqrt{\beta_j} v^i_j u^j + \epsilon^i, \quad i \in [n] \quad (54)
$$

where $\{\beta_j\}_{j \in [r]}$ is a collection of distinct, well separated positive numbers, $v^i_j \stackrel{iid}{\sim} \mathcal{N}(0, 1)$ for all $i, j$, the vectors $\{u^j\}_{j \in [r]}$ in $\mathbb{R}^p$ are sparse with disjoint supports and satisfy $||u^j|| = 1$ and $\epsilon^i \stackrel{iid}{\sim} \mathcal{N}_p(0, \Gamma)$ with $\Gamma = \sigma^2 I_p$ for all $i$. For every $j \in [r]$, define $J_j = \{k \in [p] : u^j_k \neq 0\}$ and let $d_j$ denote the number of non-zero components of $u^j$, $d_j := |J_j|$. Define $J^C = \bigcap_{j \in [r]} (J^C)^C$, the set of irrelevant dimensions. Let $s^j = \text{sign}(u^j)$ denote the sign vector associated with $u^j$. For convenience, we will use $\beta_j = 0$ and $d_j = 0$ for $j > r$. Let $U_1 = (u^1, \ldots, u^r)$ and let $U_2$ be a matrix such that $U := [U_1 \ U_2]$ form a basis for $\mathbb{R}^p$. In particular, we can choose $U_2$ such that, for each $j \in [r]$, there are $d_j - 1$ columns of $U_2$ which are obtained by finding vectors orthogonal to $u^j$ that have the same support $J^j$ and the remaining $p - \sum_j d_j$ columns are chosen to have support on $J^C$.

We are interested in the following optimization problem

$$
\min_{W \in \mathbb{R}^{p \times n}} \frac{1}{2n} ||Y - W||_F^2 + \lambda \Theta(\nu)(W) \quad (55)
$$

with

$$
\Theta(\nu)(W) = \min_{Q \succeq 0, Q \in \mathbb{R}^{p \times p}} \frac{1}{2} \text{tr} WW'Q^{-1} + \frac{1}{2} \nu \text{tr} Q + (1 - \nu)||Q||_1 \quad (56)
$$

and $Y = (y^1, \ldots, y^n)$. 
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Matrix $Q$ that minimizes (56) for $\hat{W}$ is of particular interest. We plan to sharply characterize the conditions on the model (54) under which the sparsity of $Q$ consistently recovers the sparsity pattern of the matrix $U_1U_1'$. As shown in Bach et al. [2008], the optimization problem in (55) is related to dictionary learning and sparse matrix factorization. Furthermore, the same penalty function can be used in multi-task learning for learning structure between different tasks. For example, consider the following empirical risk minimization problem

$$
\min_{W \in \mathbb{R}^{p \times n}} \frac{1}{2n} \|Y - XW\|_F^2 + \lambda \Theta_\nu(W), \quad (57)
$$

where $X$ is the matrix of predictors.

17 Timeline

We summarize the completed work and provide a timeline for the future work in the following table.

<table>
<thead>
<tr>
<th>Research tasks</th>
<th>Status and Schedule</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Network estimation</strong></td>
<td></td>
</tr>
<tr>
<td>Smoothly Varying Gaussian Graphical Models</td>
<td>[AISTATS 2011]</td>
</tr>
<tr>
<td>Gaussian Graphical Models with Jumps</td>
<td></td>
</tr>
<tr>
<td>Time Varying Dynamic Bayesian Networks</td>
<td>[ICML 2010] &amp; Summer 2012</td>
</tr>
<tr>
<td>Estimation from Data with Missing Values</td>
<td>[NIPS 2009] &amp; Summer 2012</td>
</tr>
<tr>
<td>Estimation from Multi-attribute Data</td>
<td>Fall 2012</td>
</tr>
<tr>
<td></td>
<td>Spring 2012</td>
</tr>
<tr>
<td><strong>Multi-task Learning</strong></td>
<td></td>
</tr>
<tr>
<td>Multi-normal Means model</td>
<td>[JMLR 2011]</td>
</tr>
<tr>
<td>Screening with Forward Regression</td>
<td>[AISTATS 2010]</td>
</tr>
<tr>
<td>Marginal Regression</td>
<td>Fall 2012</td>
</tr>
<tr>
<td>Matrix factorization with Sparse PCA</td>
<td>Spring 2011</td>
</tr>
<tr>
<td><strong>Other</strong></td>
<td></td>
</tr>
<tr>
<td>Thesis writing</td>
<td>Winter 2012 -</td>
</tr>
</tbody>
</table>
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